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Abstract. For $M=1,2,3, \cdots$, the best constant of Sobolev inequality

$$
\left(\sup _{|y| \leq 1}|u(y)|\right)^{2} \leq C \int_{-1}^{1}\left|u^{(M)}(x)\right|^{2} d x
$$

for $u(x)$ satisfying $u^{(2 i)}( \pm 1)=0(0 \leq i \leq[(M-1) / 2])$ is given by

$$
C(M)=\left(2^{2 M}-1\right) \pi^{-2 M} \zeta(2 M)
$$

where $\zeta(s)=\sum_{n=1}^{\infty} n^{-s}(\operatorname{Re} s>1)$ is Riemann zeta function.

## 1 Conclusion

For $M=1,2,3, \cdots$, we introduce Sobolev space

$$
\begin{align*}
& H=H(M)=\left\{u(x) \mid u(x), u^{(M)}(x) \in L^{2}(-1,1)\right. \\
&\left.u^{(2 i)}( \pm 1)=0 \quad(0 \leq i \leq[(M-1) / 2])\right\} \tag{1.1}
\end{align*}
$$

Sobolev inner product

$$
\begin{equation*}
(u, v)_{M}=\int_{-1}^{1} u^{(M)}(x) \bar{v}^{(M)}(x) d x \tag{1.2}
\end{equation*}
$$

Sobolev energy

$$
\begin{equation*}
\|u\|_{M}^{2}=\int_{-1}^{1}\left|u^{(M)}(x)\right|^{2} d x \tag{1.3}
\end{equation*}
$$

and Sobolev functional

$$
\begin{equation*}
S(u)=S(M ; u)=\left(\sup _{|y| \leq 1}|u(y)|\right)^{2} /\|u\|_{M}^{2} \tag{1.4}
\end{equation*}
$$
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$(\cdot, \cdot)_{M}$ is proved to be an inner product of $H$ afterwards. $H$ is Hilbert space with inner product $(\cdot, \cdot)_{M}$.

The purpose of this paper is to find the supremum of Sobolev functional $S(u)$. Our conclusion is as follows.

Theorem 1.1 $G(x, y)$ is Green function defined later in Theorem 2.1, 2.4.
(1) $\sup _{u \in H, u \neq 0} S(u)=C_{0}$ is given by

$$
\begin{align*}
& C_{0}=C(M)=\max _{|y| \leq 1} G(y, y)=G(0,0)=\left(2^{2 M}-1\right) \pi^{-2 M} \zeta(2 M)  \tag{1.5}\\
& C(1)=1 / 2, \quad C(2)=1 / 6, \quad C(3)=1 / 15 \\
& C(4)=17 / 630, \quad C(5)=31 / 2835, \quad C(6)=691 / 155925 \\
& C(7)=10922 / 6081075, \quad C(8)=929569 / 1277025750, \quad \ldots \tag{1.6}
\end{align*}
$$

(3) $\inf _{u \in H, u \neq 0} S(u)=0$

The equality (1.7) in the above theorem is easily proved as follows.

$$
S(\sin (n \pi x))=(n \pi)^{-2 M} \quad \longrightarrow \quad 0 \quad(n \rightarrow \infty)
$$

The above Theorem 1.1 is rewritten equivalently as follows.
Theorem 1.2 For any function $u(x) \in H$, there exists a positive constant $C$ which is independent of $u(x)$ such that the following Sobolev inequality holds.

$$
\begin{equation*}
\left(\sup _{|y| \leq 1}|u(y)|\right)^{2} \leq C \int_{-1}^{1}\left|u^{(M)}(x)\right|^{2} d x \tag{1.8}
\end{equation*}
$$

Among such $C$ the best constant $C_{0}$ is the same as that in Theorem 1.1(1).
If we replace $C$ by $C_{0}$ in (1.8), the equality holds for

$$
\begin{equation*}
u(x)=c G(x, 0) \quad(-1<x<1) \tag{1.9}
\end{equation*}
$$

for every complex number $c$.
The engineering meaning of Sobolev inequality is that the square of the maximum bending of a string $(M=1)$ or a beam $(M=2)$ is estimated from above by the constant multiple of the potential energy.

This paper is organized as follows. In section 2, we consider a boundary value problem for $(-1)^{M}(d / d x)^{2 M}$ with Dirichlet boundary condition. In section 3, we show that Green function $G(x, y)$ is expressed in terms of Bernoulli polynomials. In section 4 , it is clarified that Green function $G(x, y)$ is a reproducing kernel for $H$ and $(\cdot, \cdot)_{M}$. Finally, section 5 is devoted to the proof of Theorem 1.2.

## 2 Dirichlet boundary value problem

We consider the following Dirichlet boundary value problem.

$$
\begin{align*}
& \operatorname{BVP}(M) \\
& \begin{cases}(-1)^{M} u^{(2 M)}=f(x) & (-1<x<1) \\
u^{(2 i)}( \pm 1)=0 & (0 \leq i \leq M-1)\end{cases} \tag{2.1}
\end{align*}
$$

For later convenience sake, we introduce the following monomials $\left\{K_{j}(x)\right\}$.

$$
\begin{align*}
& K_{j}(x)=K_{j}(M ; x)= \\
& \begin{cases}x^{2 M-1-j} /(2 M-1-j)! & (0 \leq j \leq 2 M-1) \\
0 & (2 M \leq j)\end{cases} \tag{2.3}
\end{align*}
$$

Concerning the uniqueness and existence of the solution to $\operatorname{BVP}(M)$, we have the following theorem.

Theorem 2.1 For any bounded continuous function $f(x)$ on an interval $-1<x<1$, $\operatorname{BVP}(M)$ has a unique classical solution $u(x)$ expressed as follows.

$$
\begin{equation*}
u(x)=\int_{-1}^{1} G(x, y) f(y) d y \quad(-1<x<1) \tag{2.4}
\end{equation*}
$$

Green function $G(x, y)=G(M ; x, y)$ is given by the following two equivalent expressions.

$$
\begin{align*}
& G(x, y)=\frac{(-1)^{M}}{2}\left[K_{0}(|x-y|)-\right.  \tag{1}\\
& \left(\begin{array}{ll}
K_{2 j} & )(1+x)\left(K_{2(i+j)}\right)\right)^{-1}\left(K_{2 i}\right)(1-y)-
\end{array}\right. \\
& \left.\left(K_{2 j}\right)(1-x)\left(K_{2(i+j)}\right)^{(2)}\left(K_{2 i}\right)(1+y)\right] \quad(-1<x, y<1) \tag{2.5}
\end{align*}
$$

$\left.\left(K_{2(i+j)}\right)\right)^{-1}(2)$ is the inverse of the $M \times M$ matrix $\left(K_{2(i+j)}\right)(2)(0 \leq i, j \leq M-1)$.

$$
\begin{align*}
& G(x, y)=\frac{(-1)^{M}}{2}\left[K_{0}(|x-y|)+\right.  \tag{2}\\
& \kappa^{-1}\left\{\left|\begin{array}{c|c|c}
K_{2(i+j)}(2) & K_{2 i}(1-y) \\
\hline K_{2 j}(1+x) & 0
\end{array}+\left|\frac{K_{2(i+j)}(2)}{K_{2 j}(1-x)}\right| K_{2 i}(1+y)\right.\right. \\
& (-1<x, y<1) \tag{2.6}
\end{align*}
$$

where $\kappa=(-1)^{M(M-1) / 2} 2^{M} \quad$ is the determinant of $M \times M$ matrix $\left(K_{2(i+j)}\right)(2)$.
Proof of Theorem 2.1 The equivalence between (1) and (2) of Theorem 2.1 is shown from the following well-known lemma.

Lemma 2.1 For any $N \times N$ regular matrix $\boldsymbol{A}$ and $N \times 1$ matrices $\boldsymbol{a}={ }^{t}\left(\cdots, a_{j}, \cdots\right)$ and $\boldsymbol{b}={ }^{t}\left(\cdots, b_{j}, \cdots\right)$ the following relation holds.

$$
\begin{aligned}
& { }^{t} \boldsymbol{a} \boldsymbol{A}^{-1} \boldsymbol{b}=-\left|\begin{array}{c|c}
\boldsymbol{A} & \boldsymbol{b} \\
\hline{ }^{t} \boldsymbol{a} & 0
\end{array}\right||\boldsymbol{A}|= \\
& -\left|\begin{array}{c|c|c}
a_{i j} & b_{i} \\
\hline a_{j} & 0
\end{array}\right| \begin{array}{l}
a_{i j} \\
\hline
\end{array}
\end{aligned}
$$

Now we proceed to prove the main part of Theorem 2.1. We suppose that $\operatorname{BVP}(M)$ has a classical solution $u(x)$. Introducing new functions

$$
\begin{align*}
& \boldsymbol{u}={ }^{t}\left(u_{0}, \cdots, u_{2 M-1}\right),  \tag{2.7}\\
& \boldsymbol{N}=\left(\begin{array}{cccc}
0 & 1 & & \\
& 0 & \ddots & \\
& & \ddots & 1 \\
& & & 0
\end{array}\right) \quad(2 M \times 2 M \text { nilpotent matrix }) \tag{2.8}
\end{align*}
$$

(2.1) is rewritten as follows

$$
\begin{equation*}
\boldsymbol{u}^{\prime}=\boldsymbol{N} \boldsymbol{u}+{ }^{t}(0, \cdots, 0,1)(-1)^{M} f(x) \quad(-1<x<1) \tag{2.9}
\end{equation*}
$$

The fundamental solution $\boldsymbol{E}(x)$ to the above initial value problem is expressed as follows

$$
\begin{equation*}
\boldsymbol{E}(x)=\boldsymbol{K}(x) \boldsymbol{K}(0)^{-1} \tag{2.10}
\end{equation*}
$$

where

$$
\begin{align*}
& \boldsymbol{K}(x)=\left(K_{i+j}\right)(x) \quad(0 \leq i, j \leq 2 M-1)  \tag{2.11}\\
& \boldsymbol{K}(0)=\left(\begin{array}{ll}
. & 1 \\
1 & .
\end{array}\right)=\boldsymbol{K}(0)^{-1} \tag{2.12}
\end{align*}
$$

Solving (2.9), we have

$$
\begin{align*}
& \boldsymbol{u}(x)=\boldsymbol{E}(x+1) \boldsymbol{u}(-1)+\int_{-1}^{x} \boldsymbol{E}(x-y)^{t}(0, \cdots, 0,1)(-1)^{M} f(y) d y  \tag{2.13}\\
& \boldsymbol{u}(x)=\boldsymbol{E}(x-1) \boldsymbol{u}(1)-\int_{x}^{1} \boldsymbol{E}(x-y)^{t}(0, \cdots, 0,1)(-1)^{M} f(y) d y \tag{2.14}
\end{align*}
$$

or equivalently, for $0 \leq i \leq 2 M-1$,

$$
\begin{align*}
& u_{i}(x)=\sum_{j=0}^{2 M-1} K_{i+j}(x+1) u_{2 M-1-j}(-1)+\int_{-1}^{x}(-1)^{M} K_{i}(x-y) f(y) d y  \tag{2.15}\\
& u_{i}(x)=\sum_{j=0}^{2 M-1} K_{i+j}(x-1) u_{2 M-1-j}(1)-\int_{x}^{1}(-1)^{M} K_{i}(x-y) f(y) d y \tag{2.16}
\end{align*}
$$

Employing the boundary conditions $u_{2 i}( \pm 1)=0(0 \leq i \leq M-1)$, we have

$$
\begin{align*}
& u_{i}(x)= \\
& \sum_{j=0}^{M-1} K_{i+2 j}(x+1) u_{2(M-1-j)+1}(-1)+\int_{-1}^{x}(-1)^{M} K_{i}(x-y) f(y) d y  \tag{2.17}\\
& u_{i}(x)= \\
& \sum_{j=0}^{M-1} K_{i+2 j}(x-1) u_{2(M-1-j)+1}(1)-\int_{x}^{1}(-1)^{M} K_{i}(x-y) f(y) d y \tag{2.18}
\end{align*}
$$

for $0 \leq i \leq 2 M-1$. In particular if $i=0$, we have

$$
\begin{align*}
& u_{0}(x)=\sum_{j=0}^{M-1} K_{2 j}(x+1) u_{2(M-1-j)+1}(-1)+\int_{-1}^{x}(-1)^{M} K_{0}(x-y) f(y) d y  \tag{2.19}\\
& u_{0}(x)=\sum_{j=0}^{M-1} K_{2 j}(x-1) u_{2(M-1-j)+1}(1)-\int_{x}^{1}(-1)^{M} K_{0}(x-y) f(y) d y \tag{2.20}
\end{align*}
$$

Using the boundary conditions $u_{2 i}( \pm 1)=0(0 \leq i \leq M-1)$ again, we have

$$
\begin{align*}
& 0=u_{2 i}(1)= \\
& \sum_{j=0}^{M-1} K_{2(i+j)}(2) u_{2(M-1-j)+1}(-1)+\int_{-1}^{1}(-1)^{M} K_{2 i}(1-y) f(y) d y  \tag{2.21}\\
& 0=u_{2 i}(-1)= \\
& \sum_{j=0}^{M-1} K_{2(i+j)}(-2) u_{2(M-1-j)+1}(1)-\int_{-1}^{1}(-1)^{M} K_{2 i}(-1-y) f(y) d y \tag{2.22}
\end{align*}
$$

Solving the above linear system of equations with respect to $u_{2(M-1-i)+1}(-1)$, $u_{2(M-1-i)+1}(1)(0 \leq i \leq M-1)$, we have

$$
\begin{align*}
& \left(u_{2(M-1-i)+1}\right)(-1)=-\int_{-1}^{1}(-1)^{M}\left(K_{2(i+j)}\right)^{-1}\left(K_{2 i}\right)^{(1-y) f(y) d y}  \tag{2.23}\\
& \left(u_{2(M-1-i)+1}\right)(1)=\int_{-1}^{1}(-1)^{M}\left(K_{2(i+j)}\right)^{(-2)}\left(K_{2 i}\right)^{(-1-y) f(y) d y} \tag{2.24}
\end{align*}
$$

Substituting (2.23) and (2.24) into (2.19) and (2.20), we have

$$
\begin{align*}
& u_{0}(x)=-\int_{-1}^{1}(-1)^{M}\left(\begin{array}{lll}
K_{2 j} & )(x+1)\left(K_{2(i+j)}\right)^{-1}\left(K_{2 i}\right)(1-y) f(y) d y+ \\
\int_{-1}^{x}(-1)^{M} K_{0}(|x-y|) f(y) d y
\end{array} .\right.
\end{align*}
$$

$$
\begin{align*}
& u_{0}(x)=\int_{-1}^{1}(-1)^{M}\left(K_{2 j}\right)(x-1)\left(K_{2(i+j)}\right)^{-1}(-2)\left(K_{2 i}\right)(-1-y) f(y) d y+ \\
& \int_{x}^{1}(-1)^{M} K_{0}(|x-y|) f(y) d y \tag{2.26}
\end{align*}
$$

Taking an average of the above two expressions, we have obtained the expression for a solution $u(x)=u_{0}(x)$ to $\operatorname{BVP}(M)$.

$$
\begin{equation*}
u(x)=\int_{-1}^{1} G(x, y) f(y) d y \quad(-1<x<1) \tag{2.27}
\end{equation*}
$$

where

$$
\begin{align*}
& G(x, y)=\frac{(-1)^{M}}{2}\left[K_{0}(|x-y|)-\right. \\
& \left(K_{0}, K_{2}, \cdots, K_{2 M-2}\right)(x+1)\left(\begin{array}{l}
K_{2(i+j)} \\
\end{array}\right)^{(2)}\left(\begin{array}{c}
K_{0} \\
K_{2} \\
\vdots \\
K_{2 M-2}
\end{array}\right)(1-y)+ \\
& \left.\left(K_{0}, K_{2}, \cdots, K_{2 M-2}\right)(x-1)\left(\begin{array}{c} 
\\
K_{2(i+j)}
\end{array}\right)^{(-2)}\left(\begin{array}{c}
K_{0} \\
K_{2} \\
\vdots \\
K_{2 M-2}
\end{array}\right)(-1-y)\right] \\
& (-1<x, y<1) \tag{2.28}
\end{align*}
$$

Theorem 2.1 (1) follows immediately from the relation $K_{2 i}(-x)=-K_{2 i}(x)(i=0,1,2, \cdots)$.
Since the right-hand side of (2.27) includes only a data function $f(x)$, the solution to $\operatorname{BVP}(M)$ is unique. Using the properties (2.29), (2.30) and (2.31) of the following theorem, we can show that $u(x)$ defined by (2.27) satisfies $\operatorname{BVP}(M)$, which guarantees the existence of the solution.

Theorem 2.2 Green function $G(x, y)=G(M ; x, y)$ satisfies the following conditions.
(1) $\partial_{x}^{2 M} G(x, y)=0 \quad(-1<x, y<1, \quad x \neq y)$
(2) $\left.\partial_{x}^{2 i} G(x, y)\right|_{x= \pm 1}=0 \quad(0 \leq i \leq M-1, \quad-1<y<1)$
(3) $\left.\quad \partial_{x}^{i} G(x, y)\right|_{y=x-0}-\left.\partial_{x}^{i} G(x, y)\right|_{y=x+0}= \begin{cases}0 & (0 \leq i \leq 2 M-2) \\ (-1)^{M} & (i=2 M-1) \quad(-1<x<1)\end{cases}$
(4) $\left.\quad \partial_{x}^{i} G(x, y)\right|_{x=y+0}-\left.\partial_{x}^{i} G(x, y)\right|_{x=y-0}= \begin{cases}0 & (0 \leq i \leq 2 M-2) \\ (-1)^{M} & (i=2 M-1) \quad(-1<y<1)\end{cases}$
(5) $G(x, y)>0 \quad(-1<x, y<1)$

Proof of Theorem 2.2 By rewriting Green function $G(x, y)$ in the form (2.6), it is easy to show that $G(x, y)$ satisfies properties $(1) \sim(4)$ through direct calculation. We only give a proof of (5) by induction with respect to $M$. If $M=1$, we have

$$
G(1 ; x, y)=\frac{1}{2}(1+x \wedge y)(1-x \vee y)>0 \quad(-1<x, y<1)
$$

For every fixed $y(-1<y<1), u(x)=G(M ; x, y)(M=2,3, \cdots)$ satisfies

$$
\left\{\begin{array}{l}
-u^{\prime \prime}=G(M-1 ; x, y) \quad(-1<x<1) \\
u( \pm 1)=0
\end{array}\right.
$$

We can show

$$
u(x)=G(M ; x, y)=\int_{-1}^{1} G(1 ; x, z) G(M-1 ; z, y) d z>0 \quad(-1<x<1)
$$

from the inequality $G(M-1 ; x, y)>0(-1<x, y<1)$.
Concerning the uniqueness of Green function, we have the following theorem.
Theorem 2.3 The smooth function $G(x, y)$ on an open set $-1<x, y<1, x \neq y$ satisfying properties (2.29), (2.30) and (2.31) is unique.
Proof of Theorem 2.3 Suppose that we have another function $\widetilde{G}(x, y)$ satisfying the same properties $(2.29),(2.30)$ and (2.31). For any function $f(x)$

$$
\begin{equation*}
u(x)=\int_{-1}^{1} \widetilde{G}(x, y) f(y) d y \quad(-1<x<1) \tag{2.34}
\end{equation*}
$$

satisfies $\operatorname{BVP}(M)$. From Theorem 2.1, we have

$$
\begin{equation*}
\int_{-1}^{1} \widetilde{G}(x, y) f(y) d y=\int_{-1}^{1} G(x, y) f(y) d y \quad(-1<x<1) \tag{2.35}
\end{equation*}
$$

This shows $\widetilde{G}(x, y)=G(x, y)(-1<x, y<1)$.
Next we express Green function $G(x, y)$ in terms of Bernoulli polynomials $b_{n}(x)$ defined by the following relation.

$$
\begin{equation*}
b_{n}^{\prime}(x)=b_{n-1}(x), \quad \int_{0}^{1} b_{n}(x) d x=0 \quad(n=1,2,3, \cdots), \quad b_{0}(x)=1 \tag{2.36}
\end{equation*}
$$

Theorem 2.4 Green function $G(x, y)=G(M ; x, y)$ is expressed as

$$
\begin{align*}
& G(x, y)=(-1)^{M+1} 4^{2 M-1}\left[b_{2 M}\left(\frac{|x-y|}{4}\right)-b_{2 M}\left(\frac{2-x-y}{4}\right)\right]  \tag{1}\\
& (-1<x, y<1) \tag{2.37}
\end{align*}
$$

where $b_{2 M}(x)$ is Bernoulli polynomial of order $2 M$.
(2) $\quad G(x, y)=2^{-1} \sum_{j=1}^{\infty}(\pi j / 2)^{-2 M}[\cos (\pi j(x-y) / 2)-\cos (\pi j(2-x-y) / 2)]=$

$$
\begin{equation*}
\sum_{j=1}^{\infty}(\pi j / 2)^{-2 M} \sin (\pi j(1+x) / 2) \sin (\pi j(1+y) / 2) \quad(-1<x, y<1) \tag{2.38}
\end{equation*}
$$

Proof of Theorem 2.4 (2) follows from (1) by Fourier series expansion of Bernoulli polynomial

$$
\begin{equation*}
(-1)^{M+1} b_{2 M}(x)=2 \sum_{j=1}^{\infty}(2 \pi j)^{-2 M} \cos (2 \pi j x) \quad(0<x<1) \tag{2.39}
\end{equation*}
$$

In order to prove (1), it is enough to show that $G(x, y)$ defined by (2.37) satisfies the properties (2.29), (2.30) and (2.31).

Differentiating $G(x, y)$ with respect to $x$, we have

$$
\begin{align*}
& \partial_{x}^{i} G(x, y)= \\
& (-1)^{M+1} 4^{2 M-1-i}\left[(\operatorname{sgn}(x-y))^{i} b_{2 M-i}\left(\frac{|x-y|}{4}\right)-(-1)^{i} b_{2 M-i}\left(\frac{2-x-y}{4}\right)\right] \\
& (-1<x, y<1, \quad x \neq y, \quad 0 \leq i \leq 2 M) \tag{2.40}
\end{align*}
$$

Putting $i=2 M$ we have (2.29).
For $0 \leq i \leq 2 M-1$ we put $x= \pm 1$ in (2.40) and have

$$
\begin{align*}
& \left.\partial_{x}^{i} G(x, y)\right|_{x=1}=(-1)^{M+1} 4^{2 M-1-i}\left(1-(-1)^{i}\right) b_{2 M-i}\left(\frac{1-y}{4}\right)  \tag{2.41}\\
& \left.\partial_{x}^{i} G(x, y)\right|_{x=-1}=(-1)^{M+1+i} 4^{2 M-1-i}\left[b_{2 M-i}\left(\frac{1+y}{4}\right)-b_{2 M-i}\left(\frac{3-y}{4}\right)\right]= \\
& (-1)^{M+1+i} 4^{2 M-1-i}\left(1-(-1)^{i}\right) b_{2 M-i}\left(\frac{1+y}{4}\right) \tag{2.42}
\end{align*}
$$

where we used the fact

$$
b_{n}(x)=(-1)^{n} b_{n}(1-x) \quad(0 \leq x \leq 1 / 2, \quad n=0,1,2, \cdots)
$$

Hence we have (2.30).
Putting $y=x \mp 0$ in (2.40) and taking their difference, we have

$$
\begin{align*}
& \left.\partial_{x}^{i} G(x, y)\right|_{y=x-0}-\left.\partial_{x}^{i} G(x, y)\right|_{y=x+0}=(-1)^{M+1} 4^{2 M-1-i}\left(1-(-1)^{i}\right) b_{2 M-i}(0)= \\
& \begin{cases}0 & (0 \leq i \leq 2 M-2) \\
(-1)^{M} & (i=2 M-1) \quad(-1<x<1)\end{cases} \tag{2.43}
\end{align*}
$$

where we have employed the following facts.

$$
b_{2 n+1}(0)=-1 / 2 \quad(n=0), \quad 0 \quad(n=1,2,3, \cdots)
$$

This completes the proof of Theorem 2.4.
We will list up the concrete form of Green function $G(x, y)=G(M ; x, y)$ and related functions for $M=1,2,3$.

$$
\begin{aligned}
& G(1 ; x, y)=-\frac{1}{2}|x-y|+\frac{1}{2}(1-x y) \\
& G(1 ; x, x)=\frac{1}{2}\left(1-x^{2}\right), \quad G(1 ; 0,0)=\frac{1}{2} \\
& G(1 ; x, 0)=\frac{1}{2}(1-x) \quad(0<x<1)
\end{aligned}
$$

$$
\begin{aligned}
& G(2 ; x, y)=\frac{1}{12}|x-y|^{3}+\frac{1}{12}\left[2+2 x y-3\left(x^{2}+y^{2}\right)+\left(x^{3} y+x y^{3}\right)\right] \\
& G(2 ; x, x)=\frac{1}{6}\left(1-x^{2}\right)^{2}, \quad G(2 ; 0,0)=\frac{1}{6} \\
& G(2 ; x, 0)=\frac{1}{12}(1-x)\left(2+2 x-x^{2}\right)= \\
& \frac{1}{12}\left(2-3 x^{2}+x^{3}\right)=\frac{1}{12}\left[3(1-x)-(1-x)^{3}\right] \quad(0<x<1) \\
& G(3 ; x, y)=-\frac{1}{240}|x-y|^{5}+\frac{1}{720}\left[48+8 x y-60\left(x^{2}+y^{2}\right)+\right. \\
& \left.90 x^{2} y^{2}-20\left(x^{3} y+x y^{3}\right)+15\left(x^{4}+y^{4}\right)-10 x^{3} y^{3}-3\left(x^{5} y+x y^{5}\right)\right] \\
& G(3 ; x, x)=\frac{1}{45}\left(1-x^{2}\right)^{2}\left(3-x^{2}\right), \quad G(3 ; 0,0)=\frac{1}{15} \\
& G(3 ; x, 0)=\frac{1}{240}(1-x)\left(4+2 x-x^{2}\right)^{2}=\frac{1}{240}\left(16-20 x^{2}+5 x^{4}-x^{5}\right)= \\
& \frac{1}{240}\left[25(1-x)-10(1-x)^{3}+(1-x)^{5}\right] \quad(0<x<1)
\end{aligned}
$$

## 3 The method of reflection

In this section, we derive the expression (2.37) by the so-called method of reflection. In the previous work [1], we proved the following theorem.

Theorem 3.1 For any bounded continuous function $f(x)$ on an interval $-1<x<3$ which satisfies the solvability condition

$$
\begin{equation*}
\int_{-1}^{3} f(y) d y=0 \tag{3.1}
\end{equation*}
$$

periodic boundary value problem

$$
\mathrm{BVP}(M, \mathrm{P})
$$

$$
\begin{cases}(-1)^{M} u^{(2 M)}=f(x) & (-1<x<3)  \tag{3.2}\\ u^{(i)}(3)-u^{(i)}(-1)=0 & (0 \leq i \leq 2 M-1) \\ \int_{-1}^{3} u(x) d x=0 & \end{cases}
$$

has a unique classical solution $u(x)$ which is given by

$$
\begin{equation*}
u(x)=\int_{-1}^{3}(-1)^{M+1} 4^{2 M-1} b_{2 M}\left(\frac{|x-y|}{4}\right) f(y) d y \quad(-1<x<3) \tag{3.5}
\end{equation*}
$$

For any bounded continuous function $f(x)$ on an interval $-1<x<1$, we extend the domain of definition to $-1<x<3$ by the symmetry

$$
\begin{equation*}
f(x)=-f(2-x) \quad(1<x<3) \tag{3.6}
\end{equation*}
$$

This extended function $f(x)$ satisfies

$$
\begin{equation*}
\int_{-1}^{3} f(y) d y=0 \tag{3.7}
\end{equation*}
$$

The solution $u(x)$ of $\operatorname{BVP}(M, \mathrm{P})$ for this extended $f(x)$ is given by

$$
\begin{equation*}
u(x)=\int_{-1}^{3}(-1)^{M+1} 4^{2 M-1} b_{2 M}\left(\frac{|x-y|}{4}\right) f(y) d y \quad(-1<x<3) \tag{3.8}
\end{equation*}
$$

For $-1<x<1$, then we have

$$
\begin{align*}
& (-1)^{M+1} 4^{-(2 M-1)} u(x)=I_{1}+I_{2} \\
& I_{1}=\int_{-1}^{1} b_{2 M}\left(\frac{|x-y|}{4}\right) f(y) d y, \quad I_{2}=\int_{1}^{3} b_{2 M}\left(\frac{y-x}{4}\right) f(y) d y \tag{3.9}
\end{align*}
$$

Using the symmetry of $f(x)(3.6)$, we have

$$
\begin{equation*}
I_{2}=-\int_{1}^{3} b_{2 M}\left(\frac{y-x}{4}\right) f(2-y) d y=-\int_{-1}^{1} b_{2 M}\left(\frac{2-x-y}{4}\right) f(y) d y \tag{3.10}
\end{equation*}
$$

Finally we have

$$
\begin{equation*}
u(x)=\int_{-1}^{1} G(x, y) f(y) d y \quad(-1<x<1) \tag{3.11}
\end{equation*}
$$

where $G(x, y)$ is given by (2.37). We have already shown that the above function satisfies (2.29), (2.30) and (2.31) of Theorem 2.2.

## 4 Reproducing kernel

In this section, it is shown that Green function $G(x, y)$ is a reproducing kernel for a set of Hilbert space $H$ and its inner product $(\cdot, \cdot)_{M}$ introduced in section 1.

Theorem 4.1 (1) For any $u(x) \in H$, we have the following reproducing relation.

$$
\begin{align*}
u(y) & =(u(x), G(x, y))_{M}=\int_{-1}^{1} u^{(M)}(x) \partial_{x}^{M} G(x, y) d x \quad(-1 \leq y \leq 1)  \tag{4.1}\\
(2) \quad G(y, y) & =\int_{-1}^{1}\left|\partial_{x}^{M} G(x, y)\right|^{2} d x \quad(-1 \leq y \leq 1) \tag{4.2}
\end{align*}
$$

Proof of Theorem 4.1 For functions $u=u(x)$ and $v=v(x)=G(x, y)$ with $y$ arbitrarily fixed in $-1 \leq y \leq 1$, we have

$$
\begin{equation*}
u^{(M)} v^{(M)}-u(-1)^{M} v^{(2 M)}=\left(\sum_{j=0}^{M-1}(-1)^{M-1-j} u^{(j)} v^{(2 M-1-j)}\right)^{\prime} \tag{4.3}
\end{equation*}
$$

Integrating this with respect to $x$ on intervals $-1<x<y$ and $y<x<1$, we have

$$
\begin{align*}
& \int_{-1}^{1} u^{(M)}(x) v^{(M)}(x) d x-\int_{-1}^{1} u(x)(-1)^{M} v^{(2 M)}(x) d x= \\
& {\left[\sum_{j=0}^{M-1}(-1)^{M-1-j} u^{(j)}(x) v^{(2 M-1-j)}(x)\right]\left\{\left.\right|_{x=-1} ^{x=y-0}+\left.\right|_{x=y+0} ^{x=1}\right\}=} \\
& \sum_{j=0}^{M-1}(-1)^{M-1-j}\left[u^{(j)}(1) v^{(2 M-1-j)}(1)-u^{(j)}(-1) v^{(2 M-1-j)}(-1)\right]+ \\
& \sum_{j=0}^{M-1}(-1)^{M-1-j} u^{(j)}(y)\left[v^{(2 M-1-j)}(y-0)-v^{(2 M-1-j)}(y+0)\right] \tag{4.4}
\end{align*}
$$

The first term on the right-hand side is rewritten as follows.

$$
\begin{align*}
& \sum_{j=0}^{M-1}(-1)^{M-1-j}\left[u^{(j)}(1) v^{(2 M-1-j)}(1)-u^{(j)}(-1) v^{(2 M-1-j)}(-1)\right]= \\
& \sum_{j=0}^{\left[\frac{M-1}{2}\right]}(-1)^{M-1}\left[u^{(2 j)}(1) v^{(2(M-1-j)+1)}(1)-u^{(2 j)}(-1) v^{(2(M-1-j)+1)}(-1)\right]+ \\
& \sum_{j=0}^{\left[\frac{M-2}{2}\right]}(-1)^{M}\left[u^{(2 j+1)}(1) v^{(2(M-1-j))}(1)-u^{(2 j+1)}(-1) v^{(2(M-1-j))}(-1)\right] \tag{4.5}
\end{align*}
$$

Using (2.29), (2.30) and (2.32) in Theorem 2.2, we have (1). (2) follows from (1) by putting $u(x)=G(x, y)$ in (4.1). We have proved Theorem 4.1.

In order to observe the behavior of the diagonal value

$$
\begin{equation*}
G(y, y)=(-1)^{M+1} 4^{2 M-1}\left[b_{2 M}(0)-b_{2 M}\left(\frac{1-y}{2}\right)\right] \quad(-1<y<1) \tag{4.6}
\end{equation*}
$$

we prepare the following lemma concerning Bernoulli polynomials (see [1]).
Lemma 4.1 For $n=1,2,3, \cdots, u(x)=(-1)^{n+1} b_{2 n}(x)$ satisfy the following properties.

$$
\begin{align*}
& u(x)=u(1-x) \quad(0 \leq x \leq 1 / 2)  \tag{4.7}\\
& \max _{0 \leq x \leq 1} u(x)=u(0)=u(1)=(-1)^{n+1} b_{2 n}(0)>0  \tag{4.8}\\
& \min _{0 \leq x \leq 1} u(x)=u(1 / 2)=(-1)^{n+1} b_{2 n}(1 / 2)= \\
& -\left(1-2^{-(2 n-1)}\right)(-1)^{n+1} b_{2 n}(0)<0  \tag{4.9}\\
& \max _{0 \leq x \leq 1}|u(x)|=u(0)=u(1)  \tag{4.10}\\
& (-1)^{n+1} b_{2 n}(0)=2 \sum_{j=1}^{\infty}(2 \pi j)^{-2 n}=\frac{2}{(2 \pi)^{2 n}} \zeta(2 n) \tag{4.11}
\end{align*}
$$

From this lemma, it is shown that $G(y, y)$ attains its maximum at $y=0$. As a conclusion, we have obtained the following theorem.

## Theorem 4.2

$$
\begin{align*}
& \max _{|y| \leq 1} G(y, y)=G(0,0)=(-1)^{M+1} 4^{2 M-1}\left[b_{2 M}(0)-b_{2 M}(1 / 2)\right]= \\
& 2^{2 M-1}\left(2^{2 M}-1\right)(-1)^{M+1} b_{2 M}(0)=\left(2^{2 M}-1\right) \pi^{-2 M} \zeta(2 M) \tag{4.12}
\end{align*}
$$

## 5 Sobolev inequality

In this section, we give a proof of Theorem 1.2, from which Theorem 1.1 is derived simultaneously.

Applying Schwarz inequality to (4.1) and using (4.2), we have

$$
|u(y)|^{2} \leq \int_{-1}^{1}\left|\partial_{x}^{M} G(x, y)\right|^{2} d x \int_{-1}^{1}\left|u^{(M)}(x)\right|^{2} d x=G(y, y) \int_{-1}^{1}\left|u^{(M)}(x)\right|^{2} d x
$$

Noting that

$$
C_{0}=\max _{|y| \leq 1} G(y, y)=G(0,0)
$$

we have following Sobolev inequality.

$$
\begin{equation*}
\left(\sup _{|y| \leq 1}|u(y)|\right)^{2} \leq C_{0} \int_{-1}^{1}\left|u^{(M)}(x)\right|^{2} d x \tag{5.1}
\end{equation*}
$$

This inequality shows that $(\cdot, \cdot)_{M}$ is positive definite. It should be noted that it requires Schwarz inequality but does not require "positive definiteness" of the inner product in order to prove (5.1).

In the second place, we apply this inequality to $u(x)=G(x, 0) \in H$ and have

$$
\left(\sup _{|y| \leq 1}|G(y, 0)|\right)^{2} \leq C_{0} \int_{-1}^{1}\left|\partial_{x}^{M} G(x, 0)\right|^{2} d x=C_{0}^{2}
$$

Combining this and trivial inequality

$$
C_{0}^{2}=G^{2}(0,0) \leq\left(\sup _{|y| \leq 1}|G(y, 0)|\right)^{2}
$$

we have

$$
C_{0}^{2} \leq\left(\sup _{|y| \leq 1}|G(y, 0)|\right)^{2} \leq C_{0} \int_{-1}^{1}\left|\partial_{x}^{M} G(x, 0)\right|^{2} d x=C_{0}^{2}
$$

That is to say

$$
\begin{equation*}
\left(\sup _{|y| \leq 1}|G(y, 0)|\right)^{2}=C_{0} \int_{-1}^{1}\left|\partial_{x}^{M} G(x, 0)\right|^{2} d x \tag{5.2}
\end{equation*}
$$

which completes the proof of Theorem 1.2.
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