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GENERALIZED ORNSTEIN-UHLENBECK PROCESSES
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ABSTRACT. We consider a family of stationary diffusion processes known as Pearson
diffusions and their distributions. We show that they may be interpreted as generalized
Ornstein-Uhlenbeck (O-U) processes. We apply this result to their transition densities
and hitting times.

1 Introduction In this paper we consider a family of stationary diffusion processes and
their distributions known as Pearson diffusions. These distributions and diffusions have
been introduced by Wong ( cf. [7]) (see also [8]). Among them one can find the distribution
of the well known classical Ornstein-Uhlenbeck processes but the family also contains much
more involved examples. After Wong’s preliminary work some subfamilies have been later
investigated in different frameworks. In [9], [10], Yor relates a subclass of these diffusions to
so called subordinated perpetuities in risk theory and Mathematical Finance. In [3], Madan
and Yor use these diffusions to construct martingales with fixed marginals. In [1] Baldi et al.
connect this same class to hitting distributions of hyperbolic Brownian motion. Studied in
the statistical point of view have also been achieved, for example estimation of parameters
is conducted by Nagahara in [4]. In the present paper we show that the family of Pearson
distributions may be interpreted as generalized Ornstein-Uhlenbeck (O-U) processes. Our
framework is inspired by stochastic mechanics since we prove that they are the ground states
of a generalized harmonic oscillator. Actually, it is a well known property of the standard
O-U process that its density is the ground state of the harmonic oscillator. We apply our
result to Laplace transform and distribution function of their hitting times.

The paper is organized as follows. In section 2 we first review Wong’s results on Pearson
diffusions. In section 3 we give two examples. In section 4 we prove that Pearson diffusions
are generalized Ornstein-Uhlenbeck processes. We apply this result in section 5 to express
their transition density. Section 6 contains the application to their hitting times.

2 A class of stationary Markov processes and their probability densities In his
paper Wong studies the class of probability density functions W (z) which satisfy the so
called Pearson equation

2.1) dW () __ar+b W(z)

dx cx?2+dx+e

on an interval J =]z, z3[ such that
(2.2) cx’+dr+e>0 forall z€J.

Condition (2.2) involving B(z) and J implies that the roots of B(x) play a role. In practice
one takes J =|ry, ro[ where the r; are the roots of the polynomial B(x). Consequently there
are several cases to consider depending on the number of real roots of B.

2000 Mathematics Subject Classification. 60J25, 60J35, 60J60, 60G10.
Key words and phrases. Stationary diffusion processes, Fokker-Planck equation, Ornstein-Uhlenbeck
process, harmonic oscillator, groundstate, hitting time.



234 M. THIEULLEN

Before proceeding further let us notice that when @ = 0,b = —1, c =d =0, and d = 1
one obtains the exponential distribution: the function W(z) = e~* solves (2.1). Another
choice of the parameters leads to a Gamma distribution: W(x) = F(Z—il)e_z with o > —1
is obtained when a = —1,b = «, ¢ = e = 0,d = 1. Normal Gaussian distributions are also
obtained (cf. section 2 below).

Theorem 2.1 (cf. [7]). Let 3 > 0 be a constant. Let us set B(z) := ((cz? + dz + ¢e) and
A(z) = % + B(ax + b). Let us denote by W a solution of equation (2.1) on the interval
J =|a1,x2[. Then W is the stationary probability density of a Markov diffusion ( called
Pearson diffusion) whose transition density p(xo,t,x) is the fundamental solution of the
following Fokker-Planck equation on J

with boundary condition

(2.4) 9x(B(x)p) — A(z)p =0

at x =1 and x = x9.

Proof of Theorem 2.1 Let us sketch the proof given by Wong. By the method of sepa-

ration of variables one can show that solving (2.3)-(2.4) is equivalent to look for a function
¢ and a real X satisfying the following system (5):

(2.5) %(B(x)W(x)j—i) + AW (z)p(x) =0
(2.6) B(x)W(x)Z—i =0 z=r,ro.

This is a well known type of problem called Sturm-Liouville problem; it is a singular Sturm-
Liouville problem when B has real roots. Then the solution p of (2.3)-(2.4) can be expanded
along a complete orthonormal system of eigenfunctions ¢ which solve (S) for different values
of A (see remark below). Q.E.D.

Moreover using this expansion one shows the following property which enables Wong to
interpret W(x) as a stationary probability density.

Theorem 2.2 (cf. [7]). Let us keep the notations of Theorem 2.1. Then for all x¢

(2.7) _lém (zo,t,z) = W(x)

t——+oo

Remark 2.1 The complete orthonormal system appearing in above mentioned the expan-
sion depends on the values of the parameters; it is for instance the system of Hermite poly-
nomials (B(x) = 1,a = —1,b = 0), of Laguerre polynomials ( B(x) = z,a = —1,b = «),
or of Jacobi polynomials (B(z) =1 —12%a = —(a+7),b = a — ) with conditions on the
constants o and 7.

3 Two examples of Pearson diffusions
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3.1 Standard Ornstein-Uhlenbeck processes Let us choose the values of the different
parameters as follows: f =1, ¢=d=0,¢e = %, a = —1,b=0. Thus we have B(z) = %
and A(x) = —z. Let us also choose J = R which is coherent with the fact that B(z) has

1 T

no real root. Then W(x) = ol *. The corresponding Markov diffusion is the standard

gaussian Ornstein-Uhlenbeck ( O-U) process which can be defined either as the solution of
the stochastic differential equation

with initial law W (x)dx (where (w;) is a Brownian motion) or as the process
t
(3.2) X = e_t/ eSdis + Z
0

where the random variable Z is distributed according to the law W (z)dz and is independent
of the Brownian motion ().

3.2 Risk theory and Hitting time of Hyperbolic Brownian motion Let us now
choose f =1, c=e=1,d =0 so that B(z) = £(1+ 2?). Moreover let 1 and v denote two
real numbers with 1 < 0 and set a = p— 1 so that A(z) = (u+ 3)z +v. Let us also choose
J = R which is coherent with the fact that B(z) has no real roots. Then the following
density W (x) belongs to the so called type IV Pearson diffusions.

(3.3) W(zx) = O,u,u(l 4 mQ)“féem/arctgz

where C,, , is the normalizing constant such that fRW(x)dx = 1. This density has been
much studied in particular because it appears in risk theory ( cf. [4], [5]). It has been
proved by Yor ([9],[10]) that W is the density of the invariant measure of the Markov
diffusion (V") given by

t
(3.4) Y/t = e“’t“‘t/ e (Wt (15, + vs)
0

where (w¢) and (w;) are two independent one dimensional Brownian motions.
Theorem 3.1 (cf. [9], [10]) Let p < 0. Let (Y¢) be the process defined by

t
Y, := / e(Ws 1) (1 + vs)
0

where (wy) and () are two independent one dimensional Brownian motions. Then
(i) For allt >0, Y and Y, have the same law.

1 given by (3.8) is the density of Yoo = [, eWsths)d(w, + vs) which exists since
i) W given by (3.3) is the density of ¥ oFoe lwatus)g hich
w>0.

This density is also related to hitting times as we are now going to see. Let us recall that
planar hyperbolic Brownian motion is the two dimensional process (X}, X?) solution of

(3.5) dX}! = XZdw,+vXZ2dt

(3.6) dX? = XZdw;+ (p+ %)thdt

where (w¢) and (w;) are independent real valued Brownian motions.
Theorem 3.2 (cf. [1]). Let u < 0. Let (X¢, X3) = (0,y) with y > 0. Then
(i) (X} XP) = (y fy e #od(ws + vs), ye™ T+

(ii) Let Ty = inf{t > 0; X? = 0}. The random variablef Ty has the same law asy f0+oo eWsTrsd(wy+
vs).
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4 Pearson diffusions are generalized Ornstein-Uhlenbeck processes

4.1 The harmonic oscillator The similarity between identities (3.2) and (3.4) may rise
the following question: is it possible to show that every Pearson diffusion is of the same type
as standard O-U process? in which sense? In order to provide an answer to this question let

us recall still another description of Standard O-U. process. In the sequel Wy(z) = —= —a*

= ﬁe
and H denotes the following second order linear differential operator u +— Hwu such that

(A1) Hu(z) = %(%U(I) — ()

H is also called the Harmonic oscillator. It is also a Schrodinger operator since Hu =

%(dd—zgu — Vu) with quadratic potential Vg(z) = 2. We keep the notations of Example 1.

Theorem 4.1 Let us define L = %dd—; - x%. The operator H is self adjoint w.r.t. to
1
Lebesgue measure whereas the operator L is self adjoint w.r.t. the measure W (z)dx.

Theorem 4.2 Let C denote the mapping C : L*(R,dz) — L*(R,Wy(z)dz) defined by
_1
Cf:xz— f(x)W, 2(x).Then
(i) C is an isometry
(ii)) CT'LCf =Hf+ 1f
1

1
(iii) the largest eigenvalue of the operator H is —5 with corresponding eigenvalue W .
Definition 4.1 From (ii) one says that L is unitary equivalent to H + %

Remark 4.1 1. Note that L is the infinitesimal generator of the diffusion solving the
stochastic differential equation (3.1) that is of standard O-U process.

2. Because of assertion (iii), the standard O-U may be considered as the ground state of
the harmonic oscillator. Actually, in Physics, the operator would be -H which has the form
(— Laplacian+ potential). Then % is the smallest eigenvalue of —H and the corresponding

1
eigenfunction Wi (x)dz is the ground state.
3. For subsequent generalisations, let us note the simple fact that H + % =H — (—%)

4.2 Pearson diffusions as ground states of generalized harmonic oscillators We
are now going to prove that a statement analogous to Theorem 4.2 holds for a general
Pearson diffusion.

Theorem 4.3 Let a <0, b and B(x) = (cx?® +dz + ¢€) be given. Let W denote the solution
of Pearson equation (2.1). Let us set o(z) := 2B(z); we denote by ||ax+b||>_, the quantity

(’;”;J(rf)) ® . Then

(i) the infinitesimal generator of the Pearson diffusion associated to a, b and B is unitarily
equivalent to the operator Hp — 51 where

(4.2) Hpu(z) = %Aau(a;)—||ax+b||§,lu(x))

1d du)(m)_

(4.3) = 5%(@(1‘)%

20(7) (azx + b)“u(x)

(i) Hg is self adjoint w.r.t. Lebesgue measure
(iii) § is the largest eigenvalue of the operator Hp with corresponding eigenvalue W,
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Remark 4.2 1. The operator Hp has the form A, — V; it is a Schrddinger operator.
2. The potential V(z) := |laz + b||2_, is quadratic w.r.t. the metric . Hp is therefore an
extension of the classical harmonic oscillator H.

Proof of Theorem 4.3 The proof is not difficult and is left to the reader.

5 Transition density of Pearson diffusions In this section we express the transition
density of any Pearson diffusion using the operator Hp and the function W.

Theorem 5.1 Let a < 0 and B(u) = (cu® +du+e) be given. Let x,y be two real numbers.
Fort > 0 we denote by p(x,t,y) the transition density of the Pearson diffusion associated
to a,b, B with stationary density W(z). Then

Nl=

(5.1) plt,z,y) = W (2)e! o8 (2,)WE (y)

The result of this theorem relies on the following lemma..

Lemma 5.1 Let V a continuous function taking positive values. Let H be the operator
Hf(x) = %(B(x)%)(m) —V(2)f(z) and '™ (x,y) denote its kernel. Consider the process

X, =x+ fot \/2B(X,)dw, where w is a Brownian motion. We denote by d¥(-) the density

of X; w.r.t. Lebesque measure and we define

(5.2) Z. = o VX dsefs Fop (Xoddws—3 [§ | F | (Xo)ds
Then
(5:3) e (z,y) = B(Z| X, = y)d (y)

Proof of Lemma 5.1. Let u(t, z) satisfying the pde
(5.4) (O —H)u=0

with initial boundary condition u(0,z) = f(x). We are going to prove that M := u(t —
s, Xs)Zs defines a martingale on [0,¢]. Indeed using Ito formula (cf. [2]), we obtain first

/
(5.5) AM, = Ouu(t— s, X ) ZedX o + \/B;_B(YS)MdeS
(5.6) +  Zg[-0wu(t — 5, Xs) + B(Xs)Oppult — s, Xs)
(5.7) + B'(X)0pu(t—s,X) — V(Xs)u(t — s, X)]ds

Then using (5.4) we conclude that (M;) is a martingale on [0, ¢]. Therefore

(5.8) u(t,z) = E(f(X4)Zy).

There is another expression of function u involving the kernel e!’* of H namely

(59) u(t,) = " f(@) = [ ™ (a,0)f(0)d.

Indeed, let v(s,x) := u(t — s, ). This function satisfies the following pde adjoint of (5.4)

(5.10) O +H)v=0
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with terminal boundary condition v(t,x) = f(z). Hence

(5.11) v(s,y) ~ /e(t*S)H(y,z)f(z)dz.

Since H is self adjoint and v(0,y) = u(t,y) one obtains (5.9). By comparing the two
expressions (5.8) and (5.9) of u(¢, ) we obtain the identity

(5.12) E(F(X)Z0) = [ o™ (a.0)fw)dy
It remains to take the conditional expectation of Z; given X, on the left-hand side to get

(513) [BE@X =)W = [ fw
for all f continuous with compact support which implies Lemma 5.1. Q.E.D.

Proof of Theorem 5.1. In this proof we follow an argument of [6]. However in [6], the
coefficient B(z) is constant equal to 1. Let f be a nonnegative measurable function and
(X¢) denote the Pearson diffusion associated to a,b, B. By Girsanov theorem ( cf. [2]),

(5.14) E(f(X1)) = B(f(Xy))elo 0edve=3 Jo 10:Fde)

where 6, = (\/% + \/%—B%)(YS. Ito formula applied to the process logW 2 (X;) yields

tlw/_

t
(5.15) logW%(Yt) — logW%(Yo) = / (Xo)dX +/ Agds
0

0 2 W

1 1

where we set A := B(YS)((;—;Wi)W’E — 1 %P)(Ys) Moreover since (Hg — 2)W2z =0
we obtain
t 1 t
/ O.dwg — —/ 05|%ds =
0 2.Jo

t
1ogW%(7t)—1ogW%(Yo)—/ V(Ys)ds—gHUt
0

where U, := fot L (X,)dw, —

725 (X;)ds. Therefore

1t B
3 Jo l55 !
— Wz a
(5.16) B(/(X1)) = B(/ (X)X 7,)e-
Wz (x)
where Z; has been introduced in Lemma 5.1. The left-hand side of this equality is equal
to [ p(t,z,y)f(y)dy where p(t,z,y) is the transition density of the Pearson diffusion (Xj).
By conditioning by X on the right-hand side and applying Lemma 5.1 we obtain Theorem
5.1. Q.E.D.

6 Application to hitting times We are now going to prove that the unitary equivalence
of Theorem 4.3 enables us to express the Laplace transform and distribution function of
hitting times of Pearson diffusions. Let us begin by the Laplace transform.
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Theorem 6.1 We keep the notations of Theorem 5.1. In particular X is a Pearson diffu-
sion starting from x. Let ry be the kernel of the resolvent Ry of the operator (Hp — §)which

is defined as Ry = f0+°° e~ (A=Hp+5)t gt [et Tz(m) := inf{s > 0; Xg = m} be the first
hitting time of level m by X. Then

1 ra(z,m)

(6.1) E(e M) = W3 (a) W2 (m)

T (m7 m)
In order to prove this theorem we first recall a Lemma which is valid for stationary diffusions.

Lemma 6.1 LetY be a stationary diffusion starting from x with transition density q(t, x,y).
Let g\ (z,y) = fOJrOO e Mq(t,x,y)dt. The hitting time 7,(m) is defined as in Theorem 6.1.
The following identity holds true

(6.2) E(e—ATm(m)) _ gj((:;a Tn))

Proof of Lemma 6.1. Let x < m < y. Since Y has continuous paths we can write
(6.3) qt,z,y) = PYi=ylir, (my<sy)

(6.4) /0 q(t —u,m,y)P(1z(m) € du)

The second equality holds thanks to the strong Markov property and stationarity of Y.
Identity (6.2) follows easily.

Proof of Theorem 6.1 Since py(z,y) = f0+°° e Mp(t,x,y)dt we deduce from Theorem 5.1
that

+o00
Bala,m) = W3 (a) / et OA=HB+8) g% (1)
0

= W2 (z)r\(z,m)W?= (m).

Taking the limit of these identities when x — m and using Lemma 6.1 we obtain identity
(6.1). Q.E.D.

We now turn to the distribution function of hitting times.

Theorem 6.2 We keep the framework of Lemma 5.1. Let us define Hy(m) and H_(m)respectively
by Hy(m) == lmy oo (H — Aj—og () and H_(m) := limy oo (H + Ay 400,(). Then

(6:5) Vo <m P(r(m) > t) = W3 (2)e! " M- DWE (2)

(6.6) Ve sm Plra(m) > t) = Wk (@)l - (M- DWW (g)

Proof of Theorem 6.2. The following identity, which holds since X has almost surely
continuous paths, will enable us to apply Lemma 5.1:

(6.7) P(7,(m) > t) = AEIBOOP(G_W Loem((Xe)ds)

We then proceed as in the proof of Theorem 5.1 using Girsanov theorem and the fact that
(Hp — %)W%) = 0. We thus obtain

(6.8) P(r,(m) >t) = e 3'W ™7 () im E(W=(X,)Z,)
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- P t B' (X Vdw.—1 [t 2(X Vds ~
where Zt — e~ fo V(Xs)dse.rg \/'é_B(Xs)d s éfg ‘\/BQ_B‘ (Xs)d. and V(Z) — V(x) + Al]—oo,m[(z)

Using Lemma 5.1 for the potential V', we obtain

(6.9)  P(ra(m) > ) = #Wi(z) lim [ o(r Mm@z, )W (y)dy.
Q.E.D.
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