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#### Abstract

We prove Huygens' principle for the Dirichlet boundary value problem by using the Herglotz-Petrovskii-Leray formula.


## 1. Introduction.

Huygens' principle for the initial value problem is well-known. However, that for the boundary value problem is not a general fact. One of approaches to prove Huygens' principle is to derive the Herglotz-Petrovskii-Leray formula. This formula was effectively used to prove the existence of lacuna for the hyperbolic initial value problem in Atiyah-BottGarding[1]. By the formula, the fundamental solution $E(x)$ is described as the integration on a homology class depending on $x$, and if the homology class is homologous to 0 , the lacuna exists in a neighborhood of $x$. On the other hand, in Yura[2], the Herglotz-Petrovskii-Leray formula for the hyperbolic boundary value problem was derived. The formula is described as the integration on a "chain", not a "homology class". But this difference does not give any effect on studying the existence of lacuna.

In this paper, the proof of the existence of strong lacuna is a concrete calculation of the formula. Primarily, we should prove the chain of integration is homotopic to 0 . But it is very complicated because the integrand has a branch locus. In the case of the initial value problem, any branch locus does not appear. Our calculation is simple, however, we believe that the lacuna's theory which was abstract is materialized by our calculation.

## 2. Huygens' Principle.

We denote $x^{\prime}=\left(x_{1}, x_{2}, x_{3}\right)$ for $x=\left(x_{1}, x_{2}, x_{3}, x_{4}\right)$ in $\mathbf{R}^{4}$ and consider the Dirichlet boundary value problem in four-dimensional space-time

$$
\left\{\begin{array}{l}
P(D) F(x)=0, \quad x \in\left\{x \in \mathbf{R}^{4} ; x_{4}>0\right\},  \tag{2.1}\\
\left.F(x)\right|_{x_{4}=0}=\delta\left(x^{\prime}\right) .
\end{array}\right.
$$

Here $P(D)$ is the wave operator $D_{1}^{2}-D_{2}^{2}-D_{3}^{2}-D_{4}^{2}$ and $D$ means $\frac{1}{i} \frac{\partial}{\partial x}$. Of course, $P$ is hyperbolic with respect to $\vartheta=(1,0,0,0)$. $\delta$ is Dirac's $\delta$ function. $F(x)$ is the forward fundamental solution whose support is included in $\left\{x \in \mathbf{R}^{4} ; x_{1} \geq 0\right\}$ and expresses the propagation of the wave in the case where the delta shock is given at $\left\{x \in \mathbf{R}^{4} ; x_{4}=0\right\}$.

[^0]$F(x)$ is written in integral form (see Yura[2])
\[

$$
\begin{equation*}
F(x)=(2 \pi)^{-4} i^{-1} \int_{\mathbf{R}^{4}-i \vartheta} e^{i x \zeta} P_{+}(\zeta)^{-1} d \zeta \tag{2.2}
\end{equation*}
$$

\]

Here $P_{+}(\zeta)=\zeta_{4}-\sqrt{\zeta_{1}^{2}-\zeta_{2}^{2}-\zeta_{3}^{2}}$ and the branch of $\sqrt{\zeta_{1}^{2}-\zeta_{2}^{2}-\zeta_{3}^{2}}$ is selected so as to have positive imaginary part for $\zeta^{\prime} \in \mathbf{R}^{3}-i \vartheta^{\prime}, \vartheta^{\prime}=(1,0,0) . \zeta_{1}^{2}-\zeta_{2}^{2}-\zeta_{3}^{2} \neq 0$ if $\zeta^{\prime} \in \mathbf{R}^{3}-i \vartheta^{\prime}$. $F(x)$ is interpreted in the distribution sense with respect to $x$.

Theorem 2.1. Huygens' principle holds for the Dirichlet boundary value problem (2.1). In other words, $F(x)$ vanishes in the inside of the propagation cone.

We shall prove Theorem 2.1 by evaluating $F(x)$ transformed into the Herglotz-PetrovskiiLeray formula.

For convenience, we put $B\left(\zeta^{\prime}\right)=\zeta_{1}^{2}-\zeta_{2}^{2}-\zeta_{3}^{2} .\left\{\zeta \in \mathbf{C}^{4} ; B\left(\zeta^{\prime}\right)=0\right\}$ represents the branch locus of $P_{+}(\zeta)$. Let

$$
\begin{equation*}
\Gamma^{\prime}(P, \vartheta)=\left\{\xi^{\prime} \in \mathbf{R}^{3} ; B\left(\xi^{\prime}\right)>0, \xi_{1}>0\right\} \tag{2.3}
\end{equation*}
$$

$\Gamma^{\prime}(P, \vartheta)$ coincides with $\Gamma^{\prime}(P, \vartheta)$ defined in [2]. Since $B\left(\zeta^{\prime}\right)$ does not take a value in $[0, \infty)$ if $\zeta^{\prime} \in \mathbf{R}^{3}-i \Gamma^{\prime}(P, \vartheta), P_{+}(\zeta)$ is single-valued, holomorphic and non-zero in $\mathbf{R}^{4}-i \Gamma^{\prime}(P, \vartheta) \times\{0\}$. To expand such a domain, let us make use of localization. The following is the definition of localization.

Definition 2.2. Let $\Gamma$ be an open connected cone in $\mathbf{R}^{n}$ and let $f$ be a homogeneous holomorphic function in $\mathbf{R}^{n}-i \Gamma$. Then localization $f_{\xi}$ of $f$ at $\xi \in \mathbf{R}^{n}$ is defined by the first non-vanishing homogeneous term in Puiseux expansion

$$
\begin{equation*}
f(\xi+t \zeta)=t^{p} f_{\xi}(\zeta)+o\left(t^{p}\right) \quad \text { as } t \rightarrow+0 \tag{2.4}
\end{equation*}
$$

for $\zeta \in \mathbf{R}^{n}-i \Gamma$. When $f$ is a polynomial, (2.4) becomes Taylor expansion.
We also define the local hyperbolic cone of $B, P_{+}$at $\xi$ by

$$
\Gamma_{\xi}(B, \vartheta)=\text { the connected component of }
$$

$\left\{\eta \in \mathbf{R}^{4} ; \eta=\left(\eta^{\prime}, \eta_{4}\right), \eta_{4} \in \mathbf{R}, B_{\xi^{\prime}}\left(\eta^{\prime}\right) \neq 0\right\}$ which contains $\vartheta$,

$$
\begin{align*}
& \Gamma_{\xi}\left(P_{+}, \vartheta\right)=\text { the connected component of }  \tag{2.5}\\
& \qquad \quad\left\{\eta \in \Gamma_{\xi}(B, \vartheta) ; P_{+\xi}(-i \eta) \neq 0\right\} \text { which contains } \vartheta
\end{align*}
$$

Lemma 2.3. $\Gamma_{\xi}(B, \vartheta)$ coincides with $\dot{\Gamma}_{\xi^{\prime}} \times \mathbf{R}$ in $[2]$.
Proof. First, let us remember the definition of $\dot{\Gamma}_{\xi^{\prime}} \times \mathbf{R}$. Let $\xi^{\prime} \in \mathbf{R}^{3} \backslash\{0\}$ be arbitrarily fixed and $\lambda$ be a real multiple root of $P\left(\xi^{\prime}, \lambda\right)=0$. Then, $\dot{\Gamma}_{\xi^{\prime}} \times \mathbf{R}$ is defined by $\Gamma_{\left(\xi^{\prime}, \lambda\right)}(P, \vartheta)$, which is independent of $\lambda$. If $P\left(\xi^{\prime}, \lambda\right)=0$ has no real multiple root, $\dot{\Gamma}_{\xi^{\prime}} \times \mathbf{R}$ is $\mathbf{R}^{4}$ by definition.

When $\xi^{\prime} \in \mathbf{R}^{3} \backslash\{0\}, P\left(\xi^{\prime}, \lambda\right)=0$ has a real multiple root if and only if $B\left(\xi^{\prime}\right)=0$. For $\xi^{\prime} \in\left\{\xi^{\prime} \in \mathbf{R}^{3} \backslash\{0\} ; B\left(\xi^{\prime}\right)=0\right\}$,

$$
\begin{equation*}
\dot{\Gamma}_{\xi^{\prime}} \times \mathbf{R}=\Gamma_{\xi}(B, \vartheta)=\text { the connected component of } \tag{2.6}
\end{equation*}
$$

$$
\left\{\eta \in \mathbf{R}^{4} ; 2\left(\xi_{1} \eta_{1}-\xi_{2} \eta_{2}-\xi_{3} \eta_{3}\right) \neq 0\right\} \text { which contains } \vartheta
$$

On the other hand, for $\xi^{\prime} \in\left\{\xi^{\prime} \in \mathbf{R}^{3} \backslash\{0\} ; B\left(\xi^{\prime}\right) \neq 0\right\}$,

$$
\begin{equation*}
\dot{\Gamma}_{\xi^{\prime}} \times \mathbf{R}=\Gamma_{\xi}(B, \vartheta)=\mathbf{R}^{4} \tag{2.7}
\end{equation*}
$$

In virtue of Lemma 2.3, $\Gamma_{\xi}\left(P_{+}, \vartheta\right)$ is also the same as $\Gamma_{\xi}\left(P_{+}, \vartheta\right)$ in [2] and $P_{+}(\xi-i t \eta)$ is non-zero where $t$ is small enough and $\eta \in \Gamma_{\xi}\left(P_{+}, \vartheta\right)$.

Let $\Gamma_{\xi}^{\circ}\left(P_{+}, \vartheta\right)$ be the dual cone of $\Gamma_{\xi}\left(P_{+}, \vartheta\right)$, that is,

$$
\begin{equation*}
\Gamma_{\xi}^{\circ}\left(P_{+}, \vartheta\right)=\left\{x \in \mathbf{R}^{4} ; x \eta \geq 0 \text { for all } \eta \in \Gamma_{\xi}\left(P_{+}, \vartheta\right)\right\} \tag{2.8}
\end{equation*}
$$

Then, by Theorem 4.1 in [2], $F(x)$ can be described as

$$
\begin{equation*}
F(x)=(2 \pi i)^{-3} \int_{\gamma(\xi)=1} \delta^{(2)}(x \xi) P_{+}(\zeta)^{-1} \omega_{4}(\zeta), \quad \zeta=\xi-i v(\xi) \tag{2.9}
\end{equation*}
$$

when $x \notin \cup_{\xi \in \mathbf{R}^{4} \backslash\{0\}} \Gamma_{\xi}^{\circ}\left(P_{+}, \vartheta\right) \cup\left\{x \in \mathbf{R}^{4} ; x_{1}<0\right\}$. Here $v(\xi)$ is a special kind of $C^{\infty}$ vector field satisfying the following conditions:
(i) If $\lambda \in \mathbf{R} \backslash\{0\}$,

$$
\begin{equation*}
v(\lambda \xi)=|\lambda| v(\xi) \tag{2.10}
\end{equation*}
$$

(ii) For any $\xi \in \mathbf{R}^{4} \backslash\{0\}$,

$$
\begin{equation*}
v(\xi) \in \Gamma_{\xi}\left(P_{+}, \vartheta\right) \cap\left\{\xi \in \mathbf{R}^{4} ; x \xi=0\right\} \tag{2.11}
\end{equation*}
$$

(iii) If $\xi \in \mathbf{R}^{4} \backslash\{0\}, 0<t \leq 1$,

$$
\begin{equation*}
P_{+}(\xi-i t v(\xi)) \neq 0 \tag{2.12}
\end{equation*}
$$

$\gamma(\xi)$ is a special kind of $C^{\infty}$ function which is positive homogeneous of degree 1 outside a neighborhood of $\xi=0$ and satisfies $\left.d \gamma\right|_{\gamma=1} \neq 0 . \omega_{n}(\zeta)$ is the Kronecker form,

$$
\begin{equation*}
\omega_{n}(\zeta)=\sum_{j=1}^{n}(-1)^{j-1} \zeta_{j} d \zeta_{1} \wedge \cdots \wedge \widehat{d \zeta}_{j} \wedge \cdots \wedge d \zeta_{n} \tag{2.13}
\end{equation*}
$$

In (2.9), $\delta^{(2)}(x \xi)$ is interpreted in the distribution on $\gamma(\xi)=1$.
Now, $\operatorname{supp} F(x) \subset \Gamma_{0}^{\circ}\left(P_{+}, \vartheta\right)$ from (2.2),(2.5) and

$$
\begin{equation*}
\Gamma_{0}^{\circ}\left(P_{+}, \vartheta\right)=\left\{x \in \mathbf{R}^{4} ; x_{1}^{2}-x_{2}^{2}-x_{3}^{2}-x_{4}^{2} \geq 0, x_{1} \geq 0, x_{4} \geq 0\right\} \tag{2.14}
\end{equation*}
$$

In order to prove Theorem 2.1, we prove that $F(x)$ vanishes at any point of the interior of the propagation cone $\Gamma_{0}^{\circ}\left(P_{+}, \vartheta\right)$. Because of homogeneity of the integrand and rotational invariance in $\zeta_{2}, \zeta_{3}$, all we have to do is to prove that $F(a)$ vanishes for $a=(1,0, \alpha, \beta)$ where $\alpha, \beta$ are real numbers satisfying $1-\alpha^{2}-\beta^{2}>0, \beta>0$.

## 3. Preliminaries.

Let us evaluate $F(a)$ by using (2.9). We change the variables from $\zeta$ to $\sigma$ by rotation, which makes calculation easy.

$$
\begin{gathered}
\left(\begin{array}{c}
\sigma_{1} \\
\sigma_{2} \\
\sigma_{3} \\
\sigma_{4}
\end{array}\right)=\left(\begin{array}{cccc}
\cos \theta_{1} & 0 & 0 & -\sin \theta_{1} \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
\sin \theta_{1} & 0 & 0 & \cos \theta_{1}
\end{array}\right)\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & \cos \theta_{2} & -\sin \theta_{2} \\
0 & 0 & \sin \theta_{2} & \cos \theta_{2}
\end{array}\right)\left(\begin{array}{l}
\zeta_{1} \\
\zeta_{2} \\
\zeta_{3} \\
\zeta_{4}
\end{array}\right) \\
\cos \theta_{1}=\frac{\sqrt{\alpha^{2}+\beta^{2}}}{\sqrt{\alpha^{2}+\beta^{2}+1}}, \quad \sin \theta_{1}=\frac{1}{\sqrt{\alpha^{2}+\beta^{2}+1}} \\
\cos \theta_{2}=\frac{\beta}{\sqrt{\alpha^{2}+\beta^{2}}}, \quad \sin \theta_{2}=\frac{\alpha}{\sqrt{\alpha^{2}+\beta^{2}}}
\end{gathered}
$$

By this change of variables, we have $a=\left(0,0,0, \sqrt{\alpha^{2}+\beta^{2}+1}\right)$ in the new coordinates $\left(\sigma_{1}, \sigma_{2}, \sigma_{3}, \sigma_{4}\right)$. Hence $\delta^{(2)}(a \xi)=\delta^{(2)}\left(\sqrt{\alpha^{2}+\beta^{2}+1} \sigma_{4}\right)$. However, $B$ becomes complicated
by this rotation. Hence, we change the varibles again by linear transformation. Let us consider

$$
\left(\begin{array}{l}
\eta_{1}  \tag{3.2}\\
\eta_{2} \\
\eta_{3} \\
\eta_{4}
\end{array}\right)=\left(\begin{array}{cccc}
\cos \theta_{1} & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
-\sin \theta_{1} \sin \theta_{2} & 0 & \cos \theta_{2} & 0 \\
0 & 0 & 0 & 1
\end{array}\right)\left(\begin{array}{l}
\sigma_{1} \\
\sigma_{2} \\
\sigma_{3} \\
\sigma_{4}
\end{array}\right)
$$

By this linear transformation, $B$ goes back to the original form $\eta_{1}^{2}-\eta_{2}^{2}-\eta_{3}^{2}$ when $\eta_{4}=0$ (see Lemma 3.1). For a function $Q(\zeta)$ in $\zeta$, we denote $\bar{Q}(\eta)$ the function $Q(\zeta(\eta))$ in $\eta$ given by the transformations (3.1) and (3.2).

Lemma 3.1. $F(a)$ can be written as

$$
\begin{align*}
& F(a)=(2 \pi i)^{-3} \beta^{-1}\left(\alpha^{2}+\beta^{2}+1\right)^{-1} \\
& \times\left.\int_{\bar{\gamma}\left(\xi^{\prime}, 0\right)=1}\left(-\frac{\partial}{\partial \xi_{4}}\right)^{2} \bar{P}_{+}\left(\eta^{\prime}, \xi_{4}\right)^{-1}\right|_{\xi_{4}=0} \omega_{3}\left(\eta^{\prime}\right), \quad \eta^{\prime}=\xi^{\prime}-i \bar{v}\left(\xi^{\prime}, 0\right)^{\prime} \tag{3.3}
\end{align*}
$$

where

$$
\begin{align*}
\bar{P}_{+}\left(\eta^{\prime}, \xi_{4}\right)=- & \frac{1}{\beta} \eta_{1}-\frac{\alpha}{\beta} \eta_{3}+\frac{\beta}{\sqrt{\alpha^{2}+\beta^{2}+1}} \xi_{4}  \tag{3.4}\\
& -\sqrt{\left(\eta_{1}+\xi_{4} / \sqrt{\alpha^{2}+\beta^{2}+1}\right)^{2}-\eta_{2}^{2}-\left(\eta_{3}+\alpha \xi_{4} / \sqrt{\alpha^{2}+\beta^{2}+1}\right)^{2}}
\end{align*}
$$

Proof. $\omega_{4}$ is invariant by (3.1). By (3.2), $\omega_{4}$ is multiplied by $\beta^{-1} \sqrt{\alpha^{2}+\beta^{2}+1}$. Therefore, from (2.9),

$$
\begin{align*}
& F(a)=(2 \pi i)^{-3} \beta^{-1} \sqrt{\alpha^{2}+\beta^{2}+1} \\
& \times \int_{\bar{\gamma}(\xi)=1} \delta^{(2)}\left(\sqrt{\alpha^{2}+\beta^{2}+1} \xi_{4}\right) \bar{P}_{+}(\eta)^{-1} \omega_{4}(\eta), \quad \eta=\xi-i \bar{v}(\xi) \tag{3.5}
\end{align*}
$$

We remark $\bar{v}_{4}=0$ by the condition (2.11). Thus we have

$$
\begin{equation*}
\omega_{4}(\eta)=\omega_{3}\left(\eta^{\prime}\right) \wedge d \xi_{4}-\xi_{4} d \eta_{1} \wedge d \eta_{2} \wedge d \eta_{3}, \quad \eta^{\prime}=\xi^{\prime}-i \bar{v}(\xi)^{\prime} \tag{3.6}
\end{equation*}
$$

Since the support of integrand is $\left\{\xi \in \mathbf{R}^{4} ; \xi_{4}=0\right\}$, we can make $\bar{\gamma}(\xi)$ independent of $\xi_{4}$. Also by the lower semi-continuity of $\Gamma_{\xi}\left(P_{+}, \vartheta\right)$ with respect to $\xi$, we can make $\bar{v}(\xi)$ independent of $\xi_{4}$ near $\left\{\xi \in \mathbf{R}^{4} ; \xi_{4}=0\right\}$. Thus we have

$$
\begin{equation*}
\omega_{4}(\eta)=\omega_{3}\left(\eta^{\prime}\right) \wedge d \xi_{4}, \quad \eta^{\prime}=\xi^{\prime}-i \bar{v}\left(\xi^{\prime}, 0\right)^{\prime} \tag{3.7}
\end{equation*}
$$

near $\left\{\xi \in \mathbf{R}^{4} ; \bar{\gamma}(\xi)=1, \xi_{4}=0\right\}$. In terms of integration by parts with respect to $\xi_{4}$, we can obtain (3.3). (3.4) follows from (3.1), (3.2) and $P_{+}(\zeta)=\zeta_{4}-\sqrt{\zeta_{1}^{2}-\zeta_{2}^{2}-\zeta_{3}^{2}}$.

## 4. Proof of Theorem 2.1.

In Lemma 3.1, $F(a)$ was transformed into a convenient form to calculate. By selecting $\bar{\gamma}\left(\xi^{\prime}, 0\right)=\left|\xi^{\prime}\right|$, let us show $F(a)=0$.

We introduce spherical coordinates on $\left\{\xi^{\prime} \in \mathbf{R}^{3} ;\left|\xi^{\prime}\right|=1\right\}$, that is,

$$
\begin{equation*}
\xi_{1}=\cos \theta, \xi_{2}=\sin \theta \cos \phi, \xi_{3}=\sin \theta \sin \phi \quad(0 \leq \theta \leq \pi, 0 \leq \phi<2 \pi) \tag{4.1}
\end{equation*}
$$

Let us define $\bar{v}\left(\xi^{\prime}, 0\right)^{\prime}$ as

$$
\begin{align*}
& \bar{v}_{1}\left(\xi^{\prime}, 0\right)=-\varepsilon\left(\xi_{1}^{2}-\xi_{2}^{2}-\xi_{3}^{2}\right) /\left|\xi^{\prime}\right|=-\varepsilon \cos 2 \theta \\
& \bar{v}_{2}\left(\xi^{\prime}, 0\right)=-2 \varepsilon \xi_{1} \xi_{2} /\left|\xi^{\prime}\right|=-\varepsilon \sin 2 \theta \cos \phi  \tag{4.2}\\
& \bar{v}_{3}\left(\xi^{\prime}, 0\right)=-2 \varepsilon \xi_{1} \xi_{3} /\left|\xi^{\prime}\right|=-\varepsilon \sin 2 \theta \sin \phi
\end{align*}
$$

near $\left\{\xi^{\prime} \in \mathbf{R}^{3} ;\left|\xi^{\prime}\right|=1, \xi_{4}=0\right\}$. Here $\varepsilon(>0)$ is sufficiently small. Let us show that $\bar{v}\left(\xi^{\prime}, 0\right)^{\prime}$ satisfies the conditions (2.10), (2.11) and (2.12).

Lemma 4.1. $\bar{v}\left(\xi^{\prime}, 0\right)^{\prime}$ in (4.2) satisfies the following conditions:
(i) When $\lambda \in \mathbf{R} \backslash\{0\}$,

$$
\begin{equation*}
\bar{v}\left(\lambda \xi^{\prime}, 0\right)^{\prime}=|\lambda| \bar{v}\left(\xi^{\prime}, 0\right)^{\prime} \tag{4.3}
\end{equation*}
$$

(ii) For any $\xi^{\prime} \in\left\{\xi^{\prime} \in \mathbf{R}^{3} ;\left|\xi^{\prime}\right|=1\right\}$,

$$
\begin{equation*}
\left(\bar{v}\left(\xi^{\prime}, 0\right)^{\prime}, 0\right) \in \Gamma_{\left(\xi^{\prime}, 0\right)}\left(\bar{P}_{+}, \bar{\vartheta}\right) \tag{4.4}
\end{equation*}
$$

(iii) When $\xi^{\prime} \in\left\{\xi^{\prime} \in \mathbf{R}^{3} ;\left|\xi^{\prime}\right|=1\right\}, 0<t \leq 1$,

$$
\begin{equation*}
\bar{P}_{+}\left(\xi^{\prime}-i t \bar{v}\left(\xi^{\prime}, 0\right)^{\prime}, 0\right) \neq 0 \tag{4.5}
\end{equation*}
$$

Here $\bar{\vartheta}$ is $\vartheta$ after the transformations (3.1) and (3.2), that is,

$$
\begin{equation*}
\bar{\vartheta}=\left(\cos ^{2} \theta_{1}, 0,-\sin \theta_{1} \cos \theta_{1} \sin \theta_{2}, \sin \theta_{1}\right) \tag{4.6}
\end{equation*}
$$

Proof. (4.3) is trivial. (4.5) follows from the definition of localization. Therefore, let us show (4.4).

Remember that $a=(1,0, \alpha, \beta)$ is in the propagation cone. Hence localization of $P$ at $\left\{\xi \in \mathbf{R}^{4} \backslash\{0\} ; a \xi=0\right\}$ is non-zero constant and so is $P_{+}$. Therefore, localization of $\bar{P}_{+}$is also non-zero constant at $\left\{\xi \in \mathbf{R}^{4} \backslash\{0\} ; \xi_{4}=0\right\}$ and $\Gamma_{\left(\xi^{\prime}, 0\right)}\left(\bar{P}_{+}, \bar{\vartheta}\right)$ coincides with $\Gamma_{\left(\xi^{\prime}, 0\right)}(\bar{B}, \bar{\vartheta})$ when $\xi^{\prime} \in\left\{\xi^{\prime} \in \mathbf{R}^{3} ;\left|\xi^{\prime}\right|=1\right\} . \bar{B}\left(\xi^{\prime}, 0\right)=0$ if and only if $\theta=\pi / 4,3 \pi / 4$ in (4.1). When $\xi^{\prime} \in\left\{\xi^{\prime} \in \mathbf{R}^{3} ;\left|\xi^{\prime}\right|=1, \bar{B}\left(\xi^{\prime}, 0\right)=0\right\}$,

$$
\begin{align*}
\bar{B}_{\left(\xi^{\prime}, 0\right)}(\zeta)=2\{ & \xi_{1}\left(\zeta_{1}+\zeta_{4} / \sqrt{\alpha^{2}+\beta^{2}+1}\right) \\
& \left.-\xi_{2} \zeta_{2}-\xi_{3}\left(\zeta_{3}+\alpha \zeta_{4} / \sqrt{\alpha^{2}+\beta^{2}+1}\right)\right\} \tag{4.7}
\end{align*}
$$

and $\bar{B}_{\left(\xi^{\prime}, 0\right)}\left(\bar{v}\left(\xi^{\prime}, 0\right)^{\prime}, 0\right)>0, \bar{B}_{\left(\xi^{\prime}, 0\right)}(\bar{\vartheta})>0$. Hence (4.4) holds.
¿From (3.4), we have

$$
\begin{align*}
\left.\left(-\frac{\partial}{\partial \xi_{4}}\right)^{2} \bar{P}_{+}\left(\eta^{\prime}, \xi_{4}\right)^{-1}\right|_{\xi_{4}=0}= & \frac{\beta^{2}\left\{\left(1-\alpha^{2}\right) B\left(\eta^{\prime}\right)-\left(\eta_{1}-\alpha \eta_{3}\right)^{2}\right\}}{\left(\alpha^{2}+\beta^{2}+1\right)\left(\eta_{1}+\alpha \eta_{3}+\beta \sqrt{B\left(\eta^{\prime}\right)}\right)^{2} \sqrt{B\left(\eta^{\prime}\right)^{3}}}  \tag{4.8}\\
& -\frac{2 \beta^{3}\left(\beta \sqrt{B\left(\eta^{\prime}\right)}-\eta_{1}+\alpha \eta_{3}\right)^{2}}{\left(\alpha^{2}+\beta^{2}+1\right)\left(\eta_{1}+\alpha \eta_{3}+\beta \sqrt{B\left(\eta^{\prime}\right)}\right)^{3} B\left(\eta^{\prime}\right)}
\end{align*}
$$

where $\eta^{\prime}=\xi^{\prime}-i \bar{v}\left(\xi^{\prime}, 0\right)^{\prime}$. By using (4.8) we prove Theorem 2.1.
Proof of Theorem 2.1. We have only to show $F(a)=0$. Let us evaluate the integral part in (3.3). Setting

$$
\begin{align*}
\eta_{\varepsilon, 1}^{ \pm}(\theta) & =\cos \theta \pm i \varepsilon \cos 2 \theta \\
\eta_{\varepsilon, 2}^{ \pm}(\theta, \phi) & =\sin \theta \cos \phi \pm i \varepsilon \sin 2 \theta \cos \phi \\
\eta_{\varepsilon, 3}^{ \pm}(\theta, \phi) & =\sin \theta \sin \phi \pm i \varepsilon \sin 2 \theta \sin \phi  \tag{4.9}\\
\eta_{\varepsilon}^{ \pm^{\prime}}(\theta, \phi) & =\left(\eta_{\varepsilon, 1}^{ \pm}(\theta), \eta_{\varepsilon, 2}^{ \pm}(\theta, \phi), \eta_{\varepsilon, 3}^{ \pm}(\theta, \phi)\right)
\end{align*}
$$

by spherical coordinates, we can obtain

$$
\begin{align*}
& \left.\int_{\left|\xi^{\prime}\right|=1}\left(-\frac{\partial}{\partial \xi_{4}}\right)^{2} \bar{P}_{+}\left(\eta_{\varepsilon}^{+^{\prime}}(\theta, \phi), \xi_{4}\right)^{-1}\right|_{\xi_{4}=0} \omega_{3}\left(\eta_{\varepsilon}^{+^{\prime}}(\theta, \phi)\right)  \tag{4.10}\\
& \underset{(4.8)}{=} \int_{0}^{2 \pi} \int_{0}^{\pi}\left[\frac{\beta^{2}\left\{\left(1-\alpha^{2}\right) B\left(\eta_{\varepsilon}^{+^{\prime}}(\theta, \phi)\right)-\left(\eta_{\varepsilon, 1}^{+}(\theta)-\alpha \eta_{\varepsilon, 3}^{+}(\theta, \phi)\right)^{2}\right\}}{\left(\alpha^{2}+\beta^{2}+1\right)\left\{\eta_{\varepsilon, 1}^{+}(\theta)+\alpha \eta_{\varepsilon, 3}^{+}(\theta, \phi)+\beta \sqrt{B\left(\eta_{\varepsilon}^{+^{\prime}}(\theta, \phi)\right)}\right\}^{2} \sqrt{B\left(\eta_{\varepsilon}^{+^{\prime}}(\theta, \phi)\right)}}{ }^{3}\right. \\
& \left.-\frac{2 \beta^{3}\left(\beta \sqrt{B\left(\eta_{\varepsilon}^{+^{\prime}}(\theta, \phi)\right)}-\eta_{\varepsilon, 1}^{+}(\theta)+\alpha \eta_{\varepsilon, 3}^{+}(\theta, \phi)\right)^{2}}{\left(\alpha^{2}+\beta^{2}+1\right)\left\{\eta_{\varepsilon, 1}^{+}(\theta)+\alpha \eta_{\varepsilon, 3}^{+}(\theta, \phi)+\beta \sqrt{B\left(\eta_{\varepsilon}^{+^{\prime}}(\theta, \phi)\right)}\right\}^{3} B\left(\eta_{\varepsilon}^{+^{\prime}}(\theta, \phi)\right)}\right] \omega_{3}\left(\eta_{\varepsilon}^{+^{\prime}}(\theta, \phi)\right)
\end{align*}
$$

where

$$
\begin{align*}
B\left(\eta_{\varepsilon}^{+^{\prime}}(\theta, \phi)\right)= & \eta_{\varepsilon, 1}^{+}(\theta)^{2}-\eta_{\varepsilon, 2}^{+}(\theta, \phi)^{2}-\eta_{\varepsilon, 3}^{+}(\theta, \phi)^{2} \\
= & \cos 2 \theta-\varepsilon^{2} \cos 4 \theta+2 i \varepsilon \cos 3 \theta \\
\omega_{3}\left(\eta_{\varepsilon}^{+^{\prime}}(\theta, \phi)\right)= & \eta_{\varepsilon, 1}^{+}(\theta) d \eta_{\varepsilon, 2}^{+}(\theta, \phi) \wedge d \eta_{\varepsilon, 3}^{+}(\theta, \phi)  \tag{4.11}\\
& \quad-\eta_{\varepsilon, 2}^{+}(\theta, \phi) d \eta_{\varepsilon, 1}^{+}(\theta) \wedge d \eta_{\varepsilon, 3}^{+}(\theta, \phi) \\
& \quad+\eta_{\varepsilon, 3}^{+}(\theta, \phi) d \eta_{\varepsilon, 1}^{+}(\theta) \wedge d \eta_{\varepsilon, 2}^{+}(\theta, \phi) \\
= & \sin \theta(1+2 i \varepsilon \cos \theta)\left(1+3 i \varepsilon \cos \theta-2 \varepsilon^{2}\right) d \theta \wedge d \phi
\end{align*}
$$

Let us divide the range of $\theta$ integration into three intervals $0 \leq \theta \leq \frac{\pi}{4}-\delta, \frac{\pi}{4}-\delta \leq \theta \leq \frac{3}{4} \pi+\delta$ and $\frac{3}{4} \pi+\delta \leq \theta \leq \pi,(0<\delta \ll 1)$ because $B\left(\eta_{0}^{+^{\prime}}(\theta, \phi)\right)$ has zeros at $\theta=\pi / 4,3 \pi / 4$.

We first evaluate $\theta$ integration from $\frac{3}{4} \pi+\delta$ to $\pi$. Let $\theta=-\tau+\pi, \phi=-\psi+2 \pi$ and rewrite $\tau, \phi$ with $\theta, \psi$, then we have

$$
\begin{align*}
& \left.\int_{0}^{2 \pi} \int_{\frac{3}{4} \pi+\delta}^{\pi}\left(-\frac{\partial}{\partial \xi_{4}}\right)^{2} \bar{P}_{+}\left(\eta_{\varepsilon}^{+^{\prime}}(\theta, \phi), \xi_{4}\right)^{-1}\right|_{\xi_{4}=0} \omega_{3}\left(\eta_{\varepsilon}^{+^{\prime}}(\theta, \phi)\right)  \tag{4.12}\\
& =\int_{0}^{2 \pi} \int_{0}^{\frac{\pi}{4}-\delta}\left[\frac{\beta^{2}\left\{\left(1-\alpha^{2}\right) B\left(\eta_{\varepsilon}^{-^{\prime}}(\theta, \phi)\right)-\left(\eta_{\varepsilon, 1}^{-}(\theta)-\alpha \eta_{\varepsilon, 3}^{-}(\theta, \phi)\right)^{2}\right\}}{\left.\left(\alpha^{2}+\beta^{2}+1\right)\left\{\eta_{\varepsilon, 1}^{-}(\theta)+\alpha \eta_{\varepsilon, 3}^{-}(\theta, \phi)-\beta \sqrt{B\left(\eta_{\varepsilon}^{-^{\prime}}(\theta, \phi)\right.}\right)\right\}^{2} \sqrt{B\left(\eta_{\varepsilon}^{-^{\prime}}(\theta, \phi)\right)}}{ }^{3}\right. \\
& \left.+\frac{2 \beta^{3}\left(\beta \sqrt{B\left(\eta_{\varepsilon}^{-^{\prime}}(\theta, \phi)\right)}+\eta_{\varepsilon, 1}^{-}(\theta)-\alpha \eta_{\varepsilon, 3}^{-}(\theta, \phi)\right)^{2}}{\left(\alpha^{2}+\beta^{2}+1\right)\left\{\eta_{\varepsilon, 1}^{-}(\theta)+\alpha \eta_{\varepsilon, 3}^{-}(\theta, \phi)-\beta \sqrt{B\left(\eta_{\varepsilon}^{-^{\prime}}(\theta, \phi)\right)}\right\}^{3} B\left(\eta_{\varepsilon}^{-^{\prime}}(\theta, \phi)\right)}\right] \omega_{3}\left(\eta_{\varepsilon}^{-^{\prime}}(\theta, \phi)\right)
\end{align*}
$$

Here we remark

$$
\begin{align*}
& \operatorname{Re} \sqrt{B\left(\eta_{\varepsilon}^{-^{\prime}}(\theta, \phi)\right)}=-\operatorname{Re} \sqrt{B\left(\eta_{\varepsilon}^{+^{\prime}}(\theta, \phi)\right)}  \tag{4.13}\\
& \operatorname{Im} \sqrt{B\left(\eta_{\varepsilon}^{-^{\prime}}(\theta, \phi)\right)}=\operatorname{Im} \sqrt{B\left(\eta_{\varepsilon}^{+^{\prime}}(\theta, \phi)\right)}
\end{align*}
$$

by selection of the branch $\sqrt{B\left(\eta_{\varepsilon}^{+^{\prime}}(\theta, \phi)\right)}=\sqrt{\eta_{\varepsilon, 1}^{+}(\theta)^{2}-\eta_{\varepsilon, 2}^{+}(\theta, \phi)^{2}-\eta_{\varepsilon, 3}^{+}(\theta, \phi)^{2}}$.
By Stokes' formula, (4.10) does not depend on $\varepsilon$. Therefore, we can let $\varepsilon \rightarrow+0$, then $\operatorname{Im} \sqrt{B\left(\eta_{\varepsilon}^{-^{\prime}}(\theta, \phi)\right)}$ and $\operatorname{Im} \sqrt{B\left(\eta_{\varepsilon}^{+^{\prime}}(\theta, \phi)\right)}$ tend to 0 . Thus, it follows that

$$
\begin{equation*}
\left.\int_{0}^{2 \pi} \int_{I}\left(-\frac{\partial}{\partial \xi_{4}}\right)^{2} \bar{P}_{+}\left(\eta_{\varepsilon}^{+^{\prime}}(\theta, \phi), \xi_{4}\right)^{-1}\right|_{\xi_{4}=0} \omega_{3}\left(\eta_{\varepsilon}^{+^{\prime}}(\theta, \phi)\right) \rightarrow 0 \quad \text { as } \varepsilon \rightarrow+0 \tag{4.14}
\end{equation*}
$$

where $I=\left[0, \frac{\pi}{4}-\delta\right] \cup\left[\frac{3}{4} \pi+\delta, \pi\right]$.

Let us evaluate $\theta$ integration from $\frac{\pi}{4}-\delta$ to $\frac{3}{4} \pi+\delta$. We remark (4.10) does not also depend on $\delta$. Therefore, by rationalization of denominator and integration by parts, we can obtain

$$
\begin{align*}
& \left.\int_{0}^{2 \pi} \int_{\frac{\pi}{4}-\delta}^{\frac{3}{4} \pi+\delta}\left(-\frac{\partial}{\partial \xi_{4}}\right)^{2} \bar{P}_{+}\left(\eta_{\varepsilon}^{+^{\prime}}(\theta, \phi), \xi_{4}\right)^{-1}\right|_{\xi_{4}=0} \omega_{3}\left(\eta_{\varepsilon}^{+^{\prime}}(\theta, \phi)\right) \\
& =\int_{0}^{2 \pi} \int_{\frac{\pi}{4}-\delta}^{\frac{3}{4} \pi+\delta} \frac{-\beta^{2}\left(\eta_{\varepsilon, 1}^{+}(\theta)^{2}-\alpha^{2} \eta_{\varepsilon, 3}^{+}(\theta, \phi)^{2}\right)^{2}\left(\eta_{\varepsilon, 1}^{+}(\theta)+\alpha \eta_{\varepsilon, 3}^{+}(\theta, \phi)\right)^{2}}{\left(\alpha^{2}+\beta^{2}+1\right)\left\{\left(\eta_{\varepsilon, 1}^{+}(\theta)+\alpha \eta_{\varepsilon, 3}^{+}(\theta, \phi)\right)^{2}-\beta^{2} B\left(\eta_{\varepsilon}^{+^{\prime}}(\theta, \phi)\right)\right\}^{3}} \\
& \times \frac{1}{\left(\sin 2 \theta-2 \varepsilon^{2} \sin 4 \theta+3 i \varepsilon \sin 3 \theta\right)} \times \frac{\partial}{\partial \theta}\left(\frac{1}{\sqrt{B\left(\eta_{\varepsilon}^{+^{\prime}}(\theta, \phi)\right)}}\right) \omega_{3}\left(\eta_{\varepsilon}^{+^{\prime}}(\theta, \phi)\right)+o(\delta)  \tag{4.15}\\
& =\int_{0}^{2 \pi}\left[\frac{-\beta^{2}\left(\eta_{\varepsilon, 1}^{+}(\theta)^{2}-\alpha^{2} \eta_{\varepsilon, 3}^{+}(\theta, \phi)^{2}\right)^{2}\left(\eta_{\varepsilon, 1}^{+}(\theta)+\alpha \eta_{\varepsilon, 3}^{+}(\theta, \phi)\right)^{2}}{\left(\alpha^{2}+\beta^{2}+1\right)\left\{\left(\eta_{\varepsilon, 1}^{+}(\theta)+\alpha \eta_{\varepsilon, 3}^{+}(\theta, \phi)\right)^{2}-\beta^{2} B\left(\eta_{\varepsilon}^{+^{\prime}}(\theta, \phi)\right)\right\}^{3}}\right. \\
& \left.\times \frac{\sin \theta(1+2 i \varepsilon \cos \theta)\left(1+3 i \varepsilon \cos \theta-2 \varepsilon^{2}\right)}{\left(\sin 2 \theta-2 \varepsilon^{2} \sin 4 \theta+3 i \varepsilon \sin 3 \theta\right) \sqrt{B\left(\eta_{\varepsilon}^{+^{\prime}}(\theta, \phi)\right)^{2}}}\right]_{\frac{\pi}{4}-\delta}^{\frac{3}{4} \pi+\delta} d \phi+o(\delta) \quad \text { as } \delta \rightarrow+0 .
\end{align*}
$$

By using the change of variable $\phi=-\psi+2 \pi$ used in (4.12) and

$$
\begin{align*}
& \left.\operatorname{Re} \sqrt{B\left(\eta_{\varepsilon}^{+^{\prime}}(\theta, \phi)\right)}\right|_{\theta=\frac{3}{4} \pi+\delta}=-\left.\operatorname{Re} \sqrt{B\left(\eta_{\varepsilon}^{+^{\prime}}(\theta, \phi)\right)}\right|_{\theta=\frac{\pi}{4}-\delta} \\
& \left.\operatorname{Im} \sqrt{B\left(\eta_{\varepsilon}^{+^{\prime}}(\theta, \phi)\right)}\right|_{\theta=\frac{3}{4} \pi+\delta}=\left.\operatorname{Im} \sqrt{B\left(\eta_{\varepsilon}^{+^{\prime}}(\theta, \phi)\right)}\right|_{\theta=\frac{\pi}{4}-\delta} \tag{4.16}
\end{align*}
$$

the first term of the last expression in (4.15) tends to 0 as $\varepsilon$ tends to +0 .
This just means that Huygens' principle holds for the Dirichlet boundary value problem (2.1).

There is another proof, according to M. Uchida*. It is very simple. Here let us introduce his proof. We set

$$
\begin{equation*}
G(x)=(2 \pi)^{-4} i^{-1} \int_{\mathbf{R}^{4}-i \vartheta} e^{i x \zeta} P_{-}(\zeta)^{-1} d \zeta \tag{4.17}
\end{equation*}
$$

Here $P_{-}(\zeta)=\zeta_{4}+\sqrt{\zeta_{1}^{2}-\zeta_{2}^{2}-\zeta_{3}^{2}}$ and the branch of $\sqrt{\zeta_{1}^{2}-\zeta_{2}^{2}-\zeta_{3}^{2}}$ is the same as before. Then we have

$$
\begin{align*}
\left.F(x)\right|_{x_{4}>0} & =F(x)+G(x) \\
& =-2(2 \pi)^{-4} i^{-1} \int_{\mathbf{R}^{4}-i \vartheta} e^{i x \zeta} \zeta_{4} P(\zeta)^{-1} d \zeta  \tag{4.18}\\
& =-2(2 \pi)^{-4} i^{-1} D_{4} \int_{\mathbf{R}^{4}-i \vartheta} e^{i x \zeta} P(\zeta)^{-1} d \zeta
\end{align*}
$$

because of $G(x)=0$ in $\left\{x \in \mathbf{R}^{4} ; x_{4}>0\right\}$. Consequently our problem is reduced to Huygens' principle for the initial value problem which is well-known. However, this is only applied to the case where $P(D)$ is the wave operator.

On the other hand, our proof can be applied to some other cases. For instance, we can evaluate $F(x)$ concretely when the integrand is transformed into rational function of one variable. There exists such a case because we can deform the chain of integration by the Stokes' formula. In the case of $n=4$, the integrand becomes one variable if we take a cylinder as $\left\{\xi^{\prime} \in \mathbf{R}^{3} ; \bar{\gamma}\left(\xi^{\prime}, 0\right)=1\right\}$, introduce cylindrical coordinates and take $\bar{v}\left(\xi^{\prime}, 0\right)^{\prime}=0$

[^1]out of a neighborhood of zero and the branch locus of $P_{+}$. In a neighborhood of them, our calculation becomes complex integration of one variable by taking $\bar{v}\left(\xi^{\prime}, 0\right)^{\prime}$ so that the integral path does not meet them. This is possible because the integrand is closed form.

In conclusion, the author wishes to thank M. Uchida for his valuable advice.

## References

[1] M. F. Atiyah, R. Bott and L. Gårding. Lacunas for hyperbolic differential operators with constant coefficients I. Acta Math., Vol. 124, pp. 109-189, 1970.
[2] K. Yura. On the Herglotz-Petrovskiŭ-Leray formula for the boundary value problem. Sci. Math. Japon., Vol. 57, pp. 519-526, 2003.

Koichi Yura
Address: 1-1-16-402, Nishikasai, Edogawa-ku, Tokyo, 134-0088, JAPAN

Tel: 0721-28-2024
Fax: 0721-28-2024
E-mail: ko-1-yura@max.hi-ho.ne.jp


[^0]:    2000 Mathematics Subject Classification. 35C15, 35L35, 35L67.
    Key words and phrases. the Herglotz-Petrovskii-Leray formula, Huygens' Principle, hyperbolic boundary value problem.

[^1]:    *Department of Mathematics, Osaka University, Osaka, Japan.

