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FOREWORD
 

   The twenty-fifth annual international conference of the Forum for Interdisciplinary Mathematics 
(FIM2017) and the seventeenth International Symposium of Management Engineering (ISME 2017) were 
jointly organized at Kitakyushu International Conference Centre, Kokura Kitakyushu, Japan during 
25–28 August 2017. The Forum for Interdisciplinary Mathematics, established in India to promote 
interdisciplinary studies in mathematics, holds its annual international conference alternately in 
India and abroad. In 2013, FIM 2013 was hosted in Kitakyushu International Conference Centre and it 
proved to be a resounding success. Impressed by the warm hospitality and the meticulous organization by 
the local organizing committee of FIM 2013 held in Kitakyushu in 2013, the Forum readily agreed to have 
FIM 2017 again in Kitakyushu, Japan. 
   Among the hundred and odd papers submitted for FIM 2017 covering topics such as disease modelling, 
elasticity, fuzzy systems, management engineering, pedagogy, pure mathematics and statistics, about fifty 
papers were selected for presentation in the conference. Of the three keynote addresses, Prof. Kato's lecture 
dealt with Geometry of Banach spaces while the lectures by Drs. Wan Fatima and Bo Wang were on 
teaching methodologies in mathematics and joint application of stochastics and fuzzy set theory for certain 
optimization problems respectively. The conference registration commenced in the evening of the 25th of 
August 2017 and the keynote addresses by Drs. Kato and Wan Fatima constituted the morning session on 
the 26th August. In the afternoon simultaneous paper reading sessions were held. In the morning of the 27th 
August apart from the keynote address by Dr. Bo Wang, a technical session of talks on fuzzy sets, 
information theory and Reliability analysis was held. The tour in and around Kokura that afternoon 
provided the participants some glimpses of the rich Japanese culture and the modern technological 
advances achieved in Japan. The 28th August, the final day of the conference, witnessed parallel paper 
reading sessions.  
    The members of the advisory committee comprised eminent academicians from about twenty 
countries, while the participants hailed mostly from China, India, Japan, Malaysia and Taiwan. The 
conference was marked by camaraderie and lively academic discussions. The present volume comprises 
refereed papers presented as well as invited articles. It is hoped that this publication will 
promote further research in the respective topics discussed. The conference chairs and the editors of the 
proceedings are beholden to the members of the local organizing committee, the international advisory 
committee, the government of Kitakyushu City and its Visitors Association. 

P.V. SUBRAHMANYAM  
JUNZO WATADA 
HIROSHI SAKAI 
YOSHIYUKI YABUUCHI  
YOSHIYUKI MATSUMOTO 
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Abstract. This paper introduces two types of aggregations, namely the octagonal fuzzy weighted
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making(MADM) problem using OFWA and OFCI operators are described and algorithms for the
same are presented to handle large data. Finally, an illustrative example is provided to demonstrate
the application of the OFCI operator in MADM problem.
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1 Introduction Multi-attribute Decision Making (MADM) problems involve aggregating information
from various decision makers, aggregating the interactive criteria and then the final selection through
ranking the alternatives. In real situations, quantifying the quality of the alternative may not be
precise[2]. Zadeh[33] suggested employing the fuzzy set theory as a modeling tool that can help overcome
the situation. However, the presence of fuzziness in decision making increases the computational diffi-
culty in aggregating and ranking the alternatives, which has been handled by various authors including
us. To cite a few [1, 3, 4, 7, 8, 17, 20, 24].
The Choquet integral based aggregation finds its use in cases where individual criteria importance and
group importance are required. The Choquet integral is related to a fuzzy measure which considers
the interaction among the criteria to be aggregated [16, 21, 25]. For this reason, Choquet integral is
more suited to deal with fuzzy MCDM problems and in recent years, many scholars have done a lot
of good research in this field. Yang et. al. [31, 32] studied the real and fuzzy Choquet integrals for
fuzzy integrand. Tan [23], Xu [30], Wei et.al. [28], Wu et. al. [29] used Choquet integral to propose
some intuitionistic fuzzy aggregation operators. Tan [22], Qin et.al.[18], Meng et. al. [15] studied and
used Choquet integral to determine attribute weight and applied it in decision making problems under
interval intuitionistic environment. Rebille [19] used decision making over necessity measures through
Choquet integral.
In this paper, we introduce two types of aggregations on octagonal fuzzy numbers [14], namely octago-
nal fuzzy weighted averaging(OFWA) operator and octagonal fuzzy Choquet integral(OFCI) operator.
OFWA deals with non-interactive aggregation to aggregate the evaluations of different decision makers,
OFCI operator deals with interactive aggregation that aggregates the different criteria for the same al-
ternative.
The paper is organized as follows. Section 2 discusses some of the properties of octagonal fuzzy numbers
which are used to describe the linguistic terms for expert evaluations. In the Section 3, we recall the
concept of fuzzy measure, introduce octagonal fuzzy Choquet integral(OFCI) and then investigate the
aggregation properties of OFCI. In Section 4, we present the procedure for solving MADM problem
using OFCI operator, also algorithms are provided so as to apply it to the real life situations which
usually comes with large number of alternatives and criteria. The application of the proposed method
is given in Section 5 and conclusion is presented in Section 6.

2 Octagonal Fuzzy Numbers

OCTAGONAL FUZZY CHOQUET INTEGRAL OPERATOR FOR
MULTI-ATTRIBUTE DECISION MAKING
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Definition 2.1 [14] A fuzzy number Ã is said to be an octagonal fuzzy number denoted by
Ã = (a1, a2, a3, a4, a5, a6, a7, a8; k, w) with membership function

µÃ(x) =




x − a1

a2 − a1
k if a1 ≤ x ≤ a2

k if a2 ≤ x ≤ a3

k(a4 − x) + w(x − a3)

a4 − a3
if a3 ≤ x ≤ a4

w if a4 ≤ x ≤ a5

k(x − a5) + w(a6 − x)

a6 − a5
if a5 ≤ x ≤ a6

k if a6 ≤ x ≤ a7
a8 − x

a8 − a7
k if a7 ≤ x ≤ a8

0 otherwise

(2.1)

where 0 < k < w, w = height(Ã), w > k.

Remark 2.1 The fuzzy number defined in [14] is piecewise and made up of 8 linear curves and therefore
named as ’octagonal’. Note that it satisfies the properties of fuzzy number in accordance with the definition
by Klir in [13].

Remark 2.2 The above defined octagonal fuzzy number is a generalised form of some of the popular
linear fuzzy numbers like, crisp, rectangular, triangular and trapezoidal fuzzy numbers. As all these
numbers can be represented as an octagonal fuzzy number, the operations defined for octagonal fuzzy
numbers will hold good for them. The equivalent forms are as follows:

Fuzzy Numbers Equivalent Octagonal Fuzzy Numbers
Crisp Numbers

(a, a, a, a, a, a, a, a; k, w)
a

Interval Numbers
(a1, a1, a1, a1, a2, a2, a2, a2; k, w)

[a1, a2]

Triangular Fuzzy Numbers


a1,
ka2 − ka1 + wa1

w
,
ka2 − ka1 + wa1

w
, a2, a2,

(a1, a2, a3)

−ka3 + ka2 + wa3

w
,
−ka3 + ka2 + wa3

w
, a3; k, w



Trapezoidal Fuzzy Number


a1,
ka2 − ka1 + wa1

w
,
ka2 − ka1 + wa1

w
, a2, a3

(a1, a2, a3, a4)

−ka4 + ka3 + wa4

w
,
−ka4 + ka3 + wa4

w
, a4; k, w



Remark 2.3 The fuzzy numbers that are piece-wise linear and are made of less than 8 line segments can
be directly expressed as octagonal fuzzy number as pointed out in Remark 2.2. Fuzzy numbers which may
constitute more than 8 linear segments or those which are piece-wise non-linear are not exactly octagonal
fuzzy numbers but can be approximated to octagonal fuzzy numbers in a particular sense (Theorem 2.4.1
in [5]).

Definition 2.2 Let Ã = (a1, a2, ..., a8; k, w) and B̃ = (b1, b2, ..., b8, k, w) be two octagonal fuzzy numbers,
then
(i) Ã + B̃ = (a1 + b1, a2 + b2, ..., a8 + b8; k, w)

(ii) cÃ = (ca1, ca2, ..., ca8; k, w), for c ≥ 0

Remark 2.4 In [9], it is verified that the sum and scalar multiplication obtained from definition 2.2 is
as that using α− cut approach.

Remark 2.5 It is clear that Ã + B̃ and cÃ are also octagonal fuzzy numbers.

Proposition 2.1 Let Ã = (a1, a2, ..., a8; k, w), B̃ = (b1, b2, ..., b8, k, w) be two octagonal fuzzy numbers
and let c1, c2 > 0, then we have
(i) Ã + B̃ = B̃ + Ã
(ii) c1(Ã + B̃) = c1Ã + c1B̃
(iii) (c1 + c2)Ã = c1Ã + c2Ã
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same are presented to handle large data. Finally, an illustrative example is provided to demonstrate
the application of the OFCI operator in MADM problem.
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1 Introduction Multi-attribute Decision Making (MADM) problems involve aggregating information
from various decision makers, aggregating the interactive criteria and then the final selection through
ranking the alternatives. In real situations, quantifying the quality of the alternative may not be
precise[2]. Zadeh[33] suggested employing the fuzzy set theory as a modeling tool that can help overcome
the situation. However, the presence of fuzziness in decision making increases the computational diffi-
culty in aggregating and ranking the alternatives, which has been handled by various authors including
us. To cite a few [1, 3, 4, 7, 8, 17, 20, 24].
The Choquet integral based aggregation finds its use in cases where individual criteria importance and
group importance are required. The Choquet integral is related to a fuzzy measure which considers
the interaction among the criteria to be aggregated [16, 21, 25]. For this reason, Choquet integral is
more suited to deal with fuzzy MCDM problems and in recent years, many scholars have done a lot
of good research in this field. Yang et. al. [31, 32] studied the real and fuzzy Choquet integrals for
fuzzy integrand. Tan [23], Xu [30], Wei et.al. [28], Wu et. al. [29] used Choquet integral to propose
some intuitionistic fuzzy aggregation operators. Tan [22], Qin et.al.[18], Meng et. al. [15] studied and
used Choquet integral to determine attribute weight and applied it in decision making problems under
interval intuitionistic environment. Rebille [19] used decision making over necessity measures through
Choquet integral.
In this paper, we introduce two types of aggregations on octagonal fuzzy numbers [14], namely octago-
nal fuzzy weighted averaging(OFWA) operator and octagonal fuzzy Choquet integral(OFCI) operator.
OFWA deals with non-interactive aggregation to aggregate the evaluations of different decision makers,
OFCI operator deals with interactive aggregation that aggregates the different criteria for the same al-
ternative.
The paper is organized as follows. Section 2 discusses some of the properties of octagonal fuzzy numbers
which are used to describe the linguistic terms for expert evaluations. In the Section 3, we recall the
concept of fuzzy measure, introduce octagonal fuzzy Choquet integral(OFCI) and then investigate the
aggregation properties of OFCI. In Section 4, we present the procedure for solving MADM problem
using OFCI operator, also algorithms are provided so as to apply it to the real life situations which
usually comes with large number of alternatives and criteria. The application of the proposed method
is given in Section 5 and conclusion is presented in Section 6.
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Definition 2.3 An octagonal fuzzy weighted averaging operator on a collection of n octagonal fuzzy
numbers is defined as

OFWAwv(Ã1, Ã2, ..., Ãn) = wv1Ã1 + wv2Ã2 + ... + wvnÃn (2.2)

where wv = (wv1, wv2, ..., wvn)T is the weight vector of Ãi(i = 1, 2, ..., n) with wvi ∈ [0, 1] andn
i=1 wvi = 1.

Definition 2.4 Ranking using Radius of Gyration:[6] Area between the radius of gyration point (rÃx , rÃy )

of the octagonal fuzzy number Ã and the origin (0, 0) is given by

R(Ã) = rÃx rÃy

where rÃx =


Ix(Ã)

Area(Ã)
and rÃy =


Iy(Ã)

Area(Ã)
, Ix(Ã), Iy(Ã) are respectively the moment of inertia with

respect to the x-axis and y-axis and Area(Ã) the area of the octagonal fuzzy number Ã.

Remark 2.6 Ranking using radius of gyration is used in the procedure for defuzzification, whereas to
compare the octagonal fuzzy numbers, we use the ranking algorithm introduced by us in Section 3.5 of
the paper [6] . The ranking algorithm compares any two octagonal fuzzy numbers Ã and B̃ in 10 steps
and we have proved that the algorithm returns either Ã ≺ B̃, B̃ ≺ Ã or the two octagonal fuzzy numbers
are equal(not just equivalent). Thus any two octagonal fuzzy numbers are comparable and the ordering
is anti-symmetric.

3 Fuzzy Measure and Choquet Integral For the sake of completion, we recall the concept of fuzzy
measure [12]. Using this, we define octagonal fuzzy Choquet integral operator which is then verified
for fundamental properties of aggregation operator, like idempotency, monotonicity, boundedness and
symmetry.

Definition 3.1 [13] A fuzzy measure on X is a set function m : P(X) → [0, 1] such that
(i) m(φ) = 0, m(X) = 1
(ii) A, B ∈ P(X), A ⊆ B ⇒ m(A) ≤ m(B).

Considering the MADM problems, the number m(A) can be interpreted as the importance of the subset
A, and the monotonicity condition (ii) in Definition 3.1 of the fuzzy measure means that the importance
of a subset of criteria cannot decrease when new criteria are added to it [26].
Let Ej = {xj , xj+1, ..., xn}(1 ≤ j ≤ n) be a criteria set. The interaction among the criteria in Ej can
be described by employing m(Ej)to express the degree of importance of Ej . That is, the degree of
importance of Ej is evaluated by simultaneously considering xj , xj+1, ..., xn. Hence, m can be called an
importance measure [27].
In order to determine such fuzzy measure, we generally need to find 2n − 2 values for n criteria, where
m(φ) = 0 and m(X) = 1 always. So the evaluation model obtained becomes quite complex, and the
structure is difficult to grasp. To avoid the problems with computational complexity and practical
estimations, λ− fuzzy measure m, a special kind of fuzzy measure, was proposed by Sugeno, which
satisfies the following additional property:

m(A ∪ B) = m(A) + m(B) + λm(A)m(B), (3.1)

for all A, B ∈ P(X) and A ∩ B = φ where λ > −1.

Definition 3.2 [26] If X is a finite set, then ∪n
i=1{xi} = X. The λ− fuzzy measure m : P(X) → [0, 1]

for every subset A ∈ P(X), satisfies

m(A) =





1

λ

 
xi∈A

[1 + λm({xi})] − 1


if λ = 0


xi∈A

m({xi}) if λ = 0
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1 Introduction Multi-attribute Decision Making (MADM) problems involve aggregating information
from various decision makers, aggregating the interactive criteria and then the final selection through
ranking the alternatives. In real situations, quantifying the quality of the alternative may not be
precise[2]. Zadeh[33] suggested employing the fuzzy set theory as a modeling tool that can help overcome
the situation. However, the presence of fuzziness in decision making increases the computational diffi-
culty in aggregating and ranking the alternatives, which has been handled by various authors including
us. To cite a few [1, 3, 4, 7, 8, 17, 20, 24].
The Choquet integral based aggregation finds its use in cases where individual criteria importance and
group importance are required. The Choquet integral is related to a fuzzy measure which considers
the interaction among the criteria to be aggregated [16, 21, 25]. For this reason, Choquet integral is
more suited to deal with fuzzy MCDM problems and in recent years, many scholars have done a lot
of good research in this field. Yang et. al. [31, 32] studied the real and fuzzy Choquet integrals for
fuzzy integrand. Tan [23], Xu [30], Wei et.al. [28], Wu et. al. [29] used Choquet integral to propose
some intuitionistic fuzzy aggregation operators. Tan [22], Qin et.al.[18], Meng et. al. [15] studied and
used Choquet integral to determine attribute weight and applied it in decision making problems under
interval intuitionistic environment. Rebille [19] used decision making over necessity measures through
Choquet integral.
In this paper, we introduce two types of aggregations on octagonal fuzzy numbers [14], namely octago-
nal fuzzy weighted averaging(OFWA) operator and octagonal fuzzy Choquet integral(OFCI) operator.
OFWA deals with non-interactive aggregation to aggregate the evaluations of different decision makers,
OFCI operator deals with interactive aggregation that aggregates the different criteria for the same al-
ternative.
The paper is organized as follows. Section 2 discusses some of the properties of octagonal fuzzy numbers
which are used to describe the linguistic terms for expert evaluations. In the Section 3, we recall the
concept of fuzzy measure, introduce octagonal fuzzy Choquet integral(OFCI) and then investigate the
aggregation properties of OFCI. In Section 4, we present the procedure for solving MADM problem
using OFCI operator, also algorithms are provided so as to apply it to the real life situations which
usually comes with large number of alternatives and criteria. The application of the proposed method
is given in Section 5 and conclusion is presented in Section 6.
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Proof: From equation 3.3, we have

OFCI(Ã, ..., Ã) =

n
i=1

(m(E(i)) − m(E(i+1))Ã

= Ã
n

i=1

(m(E(i)) − m(E(i+1))

= Ã
�
m(E(1) − m(E(n+1)



= Ã (m(X) − m(φ))

= Ã 

Proposition 3.4 Let Ãi = (ai
1, a

i
2, ..., a

i
8; k, w) and B̃i = (bi1, b

i
2, ..., b

i
8; k, w) (i = 1, 2, ..., n) be a collection

of 2n octagonal fuzzy numbers on X such that Ãi  B̃i (i = 1, 2, ..., n) but there exists no j and k such
that Ãi  Ãj  B̃k  B̃i for any j, k( = i) ∈ {1, 2, ..., n} and m be a λ− fuzzy measure on X, then

OFCI(Ã1, ..., Ãn) ≤ OFCI(B̃1, ..., B̃n).

Proof: Since E(i+1) ⊆ E(i), we have m(E(i+1)) ≤ m(E(i)). Thus m(E(i)) − m(E(i+1)) ≥ 0 for all

i. Suppose after rearranging in ascending order, Ãi is moved to Ã(j) and B̃i is moved to B̃(k), then

Ã(j)  B̃(k) and no Ã. or B̃. comes in between. Also, we have n such inequalities. Thus, j = k. i.e.

Ã(i)  B̃(i) for i = 1, 2, ..., n Now,

OFCI(Ã1, ..., Ãn) =

n
i=1

(m(E(i)) − m(E(i+1))Ã(i)


n

i=1

(m(E(i)) − m(E(i+1))B̃(i)

= OFCI(B̃1, ..., B̃n) 

Proposition 3.5 Let Ãi = (ai
1, a

i
2, ..., a

i
8; k, w) (i = 1, 2, ..., n) be a collection of n octagonal fuzzy num-

bers on X and m be a λ− fuzzy measure on X, then OFCI(Ã1, ..., Ãn) is bounded.

Proof: From the definition of OFCI,

OFCI(Ã1, ..., Ãn) =
n

i=1

(m(E(i)) − m(E(i+1))Ã(i)

where (·) indicates a permutation on X such that Ã(1)  Ã(2)  ...  Ã(n). Thus

OFCI(Ã1, ..., Ãn) =
n

i=1

(m(E(i)) − m(E(i+1))Ã(i)

 Ã(1)

n
i=1

(m(E(i)) − m(E(i+1))

 Ã(1)

�
m(E(1)) − m(E(n+1)



 Ã(1) (m(X) − m(φ))

 Ã(1)

Also
OFCI(Ã1, ..., Ãn) =

n
i=1

(m(E(i)) − m(E(i+1))Ã(i)

 Ã(n)

n
i=1

(m(E(i)) − m(E(i+1))

 Ã(n) 

From Definition 3.3, the following property can easily be obtained.

Proposition 3.6 Let Ãi = (ai
1, a

i
2, ..., a

i
8; k, w)(i = 1, 2, ..., n) be a collection of n octagonal fuzzy numbers

on X and m be a λ− fuzzy measure on X. If (Ã
1, Ã


2, ..., Ã


n) is any permutation of (Ã1, Ã2, ..., Ãn), then

OFCI(Ã1, Ã2, ..., Ãn) = OFCI(Ã
1, Ã


2, ..., Ã


n).

Proof: The proof is obvious, as whatever the permutation the OFCI first orders the given collections
of octagonal fuzzy numbers and then aggregates. 
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Remark 3.1 [26] Based on the above definition of m(A) and using the fact that m(X) = 1, we can
uniquely solve λ which is equivalent to solving

λ + 1 =

n
i=1

(1 + λm({xi})) (3.2)

and n
i=1

m({xi}) Range of λ Type of the λ− fuzzy measure

= 1 λ = 0 Additive
< 1 λ > 0 Super-additive
> 1 −1 < λ < 0 Sub-additive

Definition 3.3 Let Ãi = (ai
1, a

i
2, ..., a

i
8; k, w)(i = 1, 2, ..., n) be a collection of n octagonal fuzzy numbers

on X and m be a λ− fuzzy measure on X. The octagonal fuzzy Choquet integral of Ãi with respect to m
is defined by

OFCI(Ã1, ..., Ãn) =

n
i=1

(m(E(i)) − m(E(i+1))Ã(i) (3.3)

where (·) indicates a permutation on X such that Ã(1)  Ã(2)  ...  Ã(n) and E(i) = {xi, ..., xn}, E(n+1) =
φ.

Proposition 3.1 Let Ãi = (ai
1, a

i
2, ..., a

i
8; k, w)(i = 1, 2, ..., n) be a collection of n octagonal fuzzy numbers

on X and m be a λ− fuzzy measure on X, then their aggregated value OFCI(Ã1, ..., Ãn) is also an
octagonal fuzzy number.

Proof: The result follows immediately from Definition 2.2

Proposition 3.2 Let Ãi = (ai
1, a

i
2, ..., a

i
8; k, w)(i = 1, 2, ..., n) be a collection of n octagonal fuzzy numbers

on X, such that
n

i=1

m({xi}) = 1. Then the octagonal fuzzy choquet integral coincides with the octagonal

fuzzy weighted average.

Proof: From Remark 3.1 we see that λ = 0 here. According to Definition 3.2 the λ−fuzzy measure is

given by m(E(i)) =
n

j=i

m({xj}). Thus

OFCI(Ã1, ..., Ãn) =
n

i=1

(m(E(i)) − m(E(i+1))Ã(i)

=
n

i=1




n
j=i

m({xj}) −
n

j=i+1

m({xj})


 Ã(i)

=
n

i=1

m({xi})Ã(i)

= OFWA(Ã1, ..., Ãn)

Here (m({x1}), m({x2}), ..., m({xn}))T is the weight vector satisfying
n

i=1

m({xi}) = 1.

Proposition 3.3
OFCI(Ã, ..., Ã) = Ã
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1 Introduction Multi-attribute Decision Making (MADM) problems involve aggregating information
from various decision makers, aggregating the interactive criteria and then the final selection through
ranking the alternatives. In real situations, quantifying the quality of the alternative may not be
precise[2]. Zadeh[33] suggested employing the fuzzy set theory as a modeling tool that can help overcome
the situation. However, the presence of fuzziness in decision making increases the computational diffi-
culty in aggregating and ranking the alternatives, which has been handled by various authors including
us. To cite a few [1, 3, 4, 7, 8, 17, 20, 24].
The Choquet integral based aggregation finds its use in cases where individual criteria importance and
group importance are required. The Choquet integral is related to a fuzzy measure which considers
the interaction among the criteria to be aggregated [16, 21, 25]. For this reason, Choquet integral is
more suited to deal with fuzzy MCDM problems and in recent years, many scholars have done a lot
of good research in this field. Yang et. al. [31, 32] studied the real and fuzzy Choquet integrals for
fuzzy integrand. Tan [23], Xu [30], Wei et.al. [28], Wu et. al. [29] used Choquet integral to propose
some intuitionistic fuzzy aggregation operators. Tan [22], Qin et.al.[18], Meng et. al. [15] studied and
used Choquet integral to determine attribute weight and applied it in decision making problems under
interval intuitionistic environment. Rebille [19] used decision making over necessity measures through
Choquet integral.
In this paper, we introduce two types of aggregations on octagonal fuzzy numbers [14], namely octago-
nal fuzzy weighted averaging(OFWA) operator and octagonal fuzzy Choquet integral(OFCI) operator.
OFWA deals with non-interactive aggregation to aggregate the evaluations of different decision makers,
OFCI operator deals with interactive aggregation that aggregates the different criteria for the same al-
ternative.
The paper is organized as follows. Section 2 discusses some of the properties of octagonal fuzzy numbers
which are used to describe the linguistic terms for expert evaluations. In the Section 3, we recall the
concept of fuzzy measure, introduce octagonal fuzzy Choquet integral(OFCI) and then investigate the
aggregation properties of OFCI. In Section 4, we present the procedure for solving MADM problem
using OFCI operator, also algorithms are provided so as to apply it to the real life situations which
usually comes with large number of alternatives and criteria. The application of the proposed method
is given in Section 5 and conclusion is presented in Section 6.
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Proof: From equation 3.3, we have

OFCI(Ã, ..., Ã) =

n
i=1

(m(E(i)) − m(E(i+1))Ã

= Ã
n

i=1

(m(E(i)) − m(E(i+1))

= Ã
�
m(E(1) − m(E(n+1)



= Ã (m(X) − m(φ))

= Ã 

Proposition 3.4 Let Ãi = (ai
1, a

i
2, ..., a

i
8; k, w) and B̃i = (bi1, b

i
2, ..., b

i
8; k, w) (i = 1, 2, ..., n) be a collection

of 2n octagonal fuzzy numbers on X such that Ãi  B̃i (i = 1, 2, ..., n) but there exists no j and k such
that Ãi  Ãj  B̃k  B̃i for any j, k( = i) ∈ {1, 2, ..., n} and m be a λ− fuzzy measure on X, then

OFCI(Ã1, ..., Ãn) ≤ OFCI(B̃1, ..., B̃n).

Proof: Since E(i+1) ⊆ E(i), we have m(E(i+1)) ≤ m(E(i)). Thus m(E(i)) − m(E(i+1)) ≥ 0 for all

i. Suppose after rearranging in ascending order, Ãi is moved to Ã(j) and B̃i is moved to B̃(k), then

Ã(j)  B̃(k) and no Ã. or B̃. comes in between. Also, we have n such inequalities. Thus, j = k. i.e.

Ã(i)  B̃(i) for i = 1, 2, ..., n Now,

OFCI(Ã1, ..., Ãn) =

n
i=1

(m(E(i)) − m(E(i+1))Ã(i)


n

i=1

(m(E(i)) − m(E(i+1))B̃(i)

= OFCI(B̃1, ..., B̃n) 

Proposition 3.5 Let Ãi = (ai
1, a

i
2, ..., a

i
8; k, w) (i = 1, 2, ..., n) be a collection of n octagonal fuzzy num-

bers on X and m be a λ− fuzzy measure on X, then OFCI(Ã1, ..., Ãn) is bounded.

Proof: From the definition of OFCI,

OFCI(Ã1, ..., Ãn) =
n

i=1

(m(E(i)) − m(E(i+1))Ã(i)

where (·) indicates a permutation on X such that Ã(1)  Ã(2)  ...  Ã(n). Thus

OFCI(Ã1, ..., Ãn) =
n

i=1

(m(E(i)) − m(E(i+1))Ã(i)

 Ã(1)

n
i=1

(m(E(i)) − m(E(i+1))

 Ã(1)

�
m(E(1)) − m(E(n+1)



 Ã(1) (m(X) − m(φ))

 Ã(1)

Also
OFCI(Ã1, ..., Ãn) =

n
i=1

(m(E(i)) − m(E(i+1))Ã(i)

 Ã(n)

n
i=1

(m(E(i)) − m(E(i+1))

 Ã(n) 

From Definition 3.3, the following property can easily be obtained.

Proposition 3.6 Let Ãi = (ai
1, a

i
2, ..., a

i
8; k, w)(i = 1, 2, ..., n) be a collection of n octagonal fuzzy numbers

on X and m be a λ− fuzzy measure on X. If (Ã
1, Ã


2, ..., Ã


n) is any permutation of (Ã1, Ã2, ..., Ãn), then

OFCI(Ã1, Ã2, ..., Ãn) = OFCI(Ã
1, Ã


2, ..., Ã


n).

Proof: The proof is obvious, as whatever the permutation the OFCI first orders the given collections
of octagonal fuzzy numbers and then aggregates. 
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1 Introduction Multi-attribute Decision Making (MADM) problems involve aggregating information
from various decision makers, aggregating the interactive criteria and then the final selection through
ranking the alternatives. In real situations, quantifying the quality of the alternative may not be
precise[2]. Zadeh[33] suggested employing the fuzzy set theory as a modeling tool that can help overcome
the situation. However, the presence of fuzziness in decision making increases the computational diffi-
culty in aggregating and ranking the alternatives, which has been handled by various authors including
us. To cite a few [1, 3, 4, 7, 8, 17, 20, 24].
The Choquet integral based aggregation finds its use in cases where individual criteria importance and
group importance are required. The Choquet integral is related to a fuzzy measure which considers
the interaction among the criteria to be aggregated [16, 21, 25]. For this reason, Choquet integral is
more suited to deal with fuzzy MCDM problems and in recent years, many scholars have done a lot
of good research in this field. Yang et. al. [31, 32] studied the real and fuzzy Choquet integrals for
fuzzy integrand. Tan [23], Xu [30], Wei et.al. [28], Wu et. al. [29] used Choquet integral to propose
some intuitionistic fuzzy aggregation operators. Tan [22], Qin et.al.[18], Meng et. al. [15] studied and
used Choquet integral to determine attribute weight and applied it in decision making problems under
interval intuitionistic environment. Rebille [19] used decision making over necessity measures through
Choquet integral.
In this paper, we introduce two types of aggregations on octagonal fuzzy numbers [14], namely octago-
nal fuzzy weighted averaging(OFWA) operator and octagonal fuzzy Choquet integral(OFCI) operator.
OFWA deals with non-interactive aggregation to aggregate the evaluations of different decision makers,
OFCI operator deals with interactive aggregation that aggregates the different criteria for the same al-
ternative.
The paper is organized as follows. Section 2 discusses some of the properties of octagonal fuzzy numbers
which are used to describe the linguistic terms for expert evaluations. In the Section 3, we recall the
concept of fuzzy measure, introduce octagonal fuzzy Choquet integral(OFCI) and then investigate the
aggregation properties of OFCI. In Section 4, we present the procedure for solving MADM problem
using OFCI operator, also algorithms are provided so as to apply it to the real life situations which
usually comes with large number of alternatives and criteria. The application of the proposed method
is given in Section 5 and conclusion is presented in Section 6.

2 Octagonal Fuzzy Numbers
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end for
for i ← 1 to n do

si ← floor(mod(
r − 1

2i−1
, 2)) ∗ (1 + λgλ(Ci))

end for
prod ← 1
for j ← 1 to n do

if si = 0 then
prod ← prod ∗ si

end if
end for

Mr,2 =
prod − 1

λ
 Second column gives the measure of the set identified in the corresponding first column

end for

Algorithm 4.2 Octagonal Fuzzy Choquet Integral to aggregate the criteria

Require: the order of the decision matrix
for i ← 1, m do  Identifying the set E(i)

for l ← 1, n do
OBi,l ← ””
ti,l ← 1

end for
for p ← n, 1 step −1 do

OBi,l ←concatenate(OBi,l, ti,p)
end for

end for
for j ← 2, n do

for i ← 1, m do
for l ← 1, n do

if si,j−1 = l then
ti,l ← 0

end if
end for
for p ← n, 1 step −1 do

OBi,j ←concatenate(OBi,l, ti,p)  OBi,j denote the set E(j)

end for  for the alternative i
end for

end for
for u ← 1, m do

for r ← 1, 2n do
for j ← 1, n do

if Mr,1 = OBu,j then
aj ← Mr,2  aj is the measure of the set E(j)

end if
end for

end for
an+1 ← 0

CIu ←
n

s=1

DMu,su,s
∗ (as − as+1)

 CI is a vector of size n with CIu is the aggregated evaluation for alternative u
end for

To end the procedure, the vector CI is sorted using the ranking method, radius of gyration and the
alternative with maximum R(CIu) is the best alternative.

5 Illustration Consider an hypothetical problem of selecting a supplier among four suppliers. They
determine five attributes, namely capacity, quality, cost, distance and delivery time. By the help of
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4 Multi-Attribute Decision Making with OFCI Operator Consider the MADM problem han-
dled in [7] with k decision makers D1, D2, ..., Dk. evaluating the importance of n criteria c1, c2, ..., cn and
m alternatives A1, A2, ..., Am based on each of the n criteria. The problem is considered in octagonal
fuzzy environment.

4.1 Abstract Algorithm for solving the MCDM problem using OFCI operator:

Step 1: Aggregate the evaluations of the decision makers:
Use OFWA operator for this step, so that the problem now has a vector C of size n, which gives
the importance of the n criteria and an m×n matrix, which is the evaluations of the m alternatives
based on n criteria. All the entries in the vector and the matrix are octagonal fuzzy numbers

Step 2: Find the λ−fuzzy measure of the power set of the criteria set:

(i) Compute the λ− fuzzy measure for individual criteria as

gλ(Ci) =
R(Ci)

2 × max(R(Ci))
, i = 1, 2, ..., n

where R is the radius of gyration as given in Definition 2.4

(ii) Solve the equation λ + 1 =
n

i=1

(1 + λgλ(Ci)) for λ and

λ = 0 if
m
i=1

gλ(Ci) = 1

λ < 0 if
m
i=1

gλ(Ci) > 1

λ > 0 if
m
i=1

gλ(Ci) < 1

(iii) gλ(A) is obtained using Definition 3.2, where A ∈ P({c1, c2, ..., cn})

Step 3: Aggregate the criterias for the alternatives:
Use the octagonal fuzzy Choquet integral operator to aggregate the n evaluations for each alter-
native, to obtain an octagonal fuzzy number.

Step 4: Order the alternatives:
Sort the alternatives.

4.2 Algorithms for solving the MCDM problem using OFCI operator: In the above abstract
algorithm, Step 1 is direct as it is the weighted average which involves addition and scalar multiplication
only. The result of this Step is the matrix DM with m rows and n columns with each entry (i, j) the
aggregation of the decision makers’ evaluation of ith alternative versus jth criteria. Also Step 2 (i) and
(ii) are direct calculations. Step 3 is tricky as we have to identify the subsets of the criteria set and then
the corresponding λ−measure. Hence we present an algorithm to find gλ(A), where A is the subset of the
criteria set. In this algorithm, we will obtain matrix M with two columns and 2n rows, the first column
gives the binary equivalent of the numbers 1, 2, ..., 2n and the second column gives the gλ measure of the
subset of the criteria set, which is identified using the corresponding first column entry. For example,
the binary number ”10110” will represent the subset {c2, c3, c5} i.e from right to left the entries denote
c1, c2, ..., cn with each binary digit acting like a characteristic function of the subset.

Algorithm 4.1 Subset of the Criteria set and its Measure

Require: gλ(Ci), (i = 1, 2, ...n), n - number of criteria
for r ← 1 to 2n do

Mr,1 = ””
for i ← 1 to n do

ti ← floor(mod( r−1
2i−1 , 2))

Mr,1 = Concatenate(Mr,1, ti)
 First column of M identifies the subsets of the criteria set

Felbin C Kennedy and Dhanalakshmi V

Scientiae Mathematicae Japonicae

Felbin C Kennedy1† and Dhanalakshmi V2

1Research Guide & Associate Professor
2Research Scholar & Assistant Professor

Stella Maris College(Autonomous), Chennai, Tamil Nadu, India
† E-mail: felbinckennedy@gmail.com

Abstract. This paper introduces two types of aggregations, namely the octagonal fuzzy weighted
averaging(OFWA) operator for non-interactive aggregation and octagonal fuzzy Choquet integral(OFCI)
operator for interactive aggregation. The paper emphasis the use of octagonal fuzzy number as a
general case of some well known linear fuzzy numbers. Procedure for solving multi-attribute decision
making(MADM) problem using OFWA and OFCI operators are described and algorithms for the
same are presented to handle large data. Finally, an illustrative example is provided to demonstrate
the application of the OFCI operator in MADM problem.

Keyword: Octagonal fuzzy number, Choquet integral, aggregation, MADM, algorithm

1 Introduction Multi-attribute Decision Making (MADM) problems involve aggregating information
from various decision makers, aggregating the interactive criteria and then the final selection through
ranking the alternatives. In real situations, quantifying the quality of the alternative may not be
precise[2]. Zadeh[33] suggested employing the fuzzy set theory as a modeling tool that can help overcome
the situation. However, the presence of fuzziness in decision making increases the computational diffi-
culty in aggregating and ranking the alternatives, which has been handled by various authors including
us. To cite a few [1, 3, 4, 7, 8, 17, 20, 24].
The Choquet integral based aggregation finds its use in cases where individual criteria importance and
group importance are required. The Choquet integral is related to a fuzzy measure which considers
the interaction among the criteria to be aggregated [16, 21, 25]. For this reason, Choquet integral is
more suited to deal with fuzzy MCDM problems and in recent years, many scholars have done a lot
of good research in this field. Yang et. al. [31, 32] studied the real and fuzzy Choquet integrals for
fuzzy integrand. Tan [23], Xu [30], Wei et.al. [28], Wu et. al. [29] used Choquet integral to propose
some intuitionistic fuzzy aggregation operators. Tan [22], Qin et.al.[18], Meng et. al. [15] studied and
used Choquet integral to determine attribute weight and applied it in decision making problems under
interval intuitionistic environment. Rebille [19] used decision making over necessity measures through
Choquet integral.
In this paper, we introduce two types of aggregations on octagonal fuzzy numbers [14], namely octago-
nal fuzzy weighted averaging(OFWA) operator and octagonal fuzzy Choquet integral(OFCI) operator.
OFWA deals with non-interactive aggregation to aggregate the evaluations of different decision makers,
OFCI operator deals with interactive aggregation that aggregates the different criteria for the same al-
ternative.
The paper is organized as follows. Section 2 discusses some of the properties of octagonal fuzzy numbers
which are used to describe the linguistic terms for expert evaluations. In the Section 3, we recall the
concept of fuzzy measure, introduce octagonal fuzzy Choquet integral(OFCI) and then investigate the
aggregation properties of OFCI. In Section 4, we present the procedure for solving MADM problem
using OFCI operator, also algorithms are provided so as to apply it to the real life situations which
usually comes with large number of alternatives and criteria. The application of the proposed method
is given in Section 5 and conclusion is presented in Section 6.
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end for
for i ← 1 to n do

si ← floor(mod(
r − 1

2i−1
, 2)) ∗ (1 + λgλ(Ci))

end for
prod ← 1
for j ← 1 to n do

if si = 0 then
prod ← prod ∗ si

end if
end for

Mr,2 =
prod − 1

λ
 Second column gives the measure of the set identified in the corresponding first column

end for

Algorithm 4.2 Octagonal Fuzzy Choquet Integral to aggregate the criteria

Require: the order of the decision matrix
for i ← 1, m do  Identifying the set E(i)

for l ← 1, n do
OBi,l ← ””
ti,l ← 1

end for
for p ← n, 1 step −1 do

OBi,l ←concatenate(OBi,l, ti,p)
end for

end for
for j ← 2, n do

for i ← 1, m do
for l ← 1, n do

if si,j−1 = l then
ti,l ← 0

end if
end for
for p ← n, 1 step −1 do

OBi,j ←concatenate(OBi,l, ti,p)  OBi,j denote the set E(j)

end for  for the alternative i
end for

end for
for u ← 1, m do

for r ← 1, 2n do
for j ← 1, n do

if Mr,1 = OBu,j then
aj ← Mr,2  aj is the measure of the set E(j)

end if
end for

end for
an+1 ← 0

CIu ←
n

s=1

DMu,su,s
∗ (as − as+1)

 CI is a vector of size n with CIu is the aggregated evaluation for alternative u
end for

To end the procedure, the vector CI is sorted using the ranking method, radius of gyration and the
alternative with maximum R(CIu) is the best alternative.

5 Illustration Consider an hypothetical problem of selecting a supplier among four suppliers. They
determine five attributes, namely capacity, quality, cost, distance and delivery time. By the help of
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1 Introduction Multi-attribute Decision Making (MADM) problems involve aggregating information
from various decision makers, aggregating the interactive criteria and then the final selection through
ranking the alternatives. In real situations, quantifying the quality of the alternative may not be
precise[2]. Zadeh[33] suggested employing the fuzzy set theory as a modeling tool that can help overcome
the situation. However, the presence of fuzziness in decision making increases the computational diffi-
culty in aggregating and ranking the alternatives, which has been handled by various authors including
us. To cite a few [1, 3, 4, 7, 8, 17, 20, 24].
The Choquet integral based aggregation finds its use in cases where individual criteria importance and
group importance are required. The Choquet integral is related to a fuzzy measure which considers
the interaction among the criteria to be aggregated [16, 21, 25]. For this reason, Choquet integral is
more suited to deal with fuzzy MCDM problems and in recent years, many scholars have done a lot
of good research in this field. Yang et. al. [31, 32] studied the real and fuzzy Choquet integrals for
fuzzy integrand. Tan [23], Xu [30], Wei et.al. [28], Wu et. al. [29] used Choquet integral to propose
some intuitionistic fuzzy aggregation operators. Tan [22], Qin et.al.[18], Meng et. al. [15] studied and
used Choquet integral to determine attribute weight and applied it in decision making problems under
interval intuitionistic environment. Rebille [19] used decision making over necessity measures through
Choquet integral.
In this paper, we introduce two types of aggregations on octagonal fuzzy numbers [14], namely octago-
nal fuzzy weighted averaging(OFWA) operator and octagonal fuzzy Choquet integral(OFCI) operator.
OFWA deals with non-interactive aggregation to aggregate the evaluations of different decision makers,
OFCI operator deals with interactive aggregation that aggregates the different criteria for the same al-
ternative.
The paper is organized as follows. Section 2 discusses some of the properties of octagonal fuzzy numbers
which are used to describe the linguistic terms for expert evaluations. In the Section 3, we recall the
concept of fuzzy measure, introduce octagonal fuzzy Choquet integral(OFCI) and then investigate the
aggregation properties of OFCI. In Section 4, we present the procedure for solving MADM problem
using OFCI operator, also algorithms are provided so as to apply it to the real life situations which
usually comes with large number of alternatives and criteria. The application of the proposed method
is given in Section 5 and conclusion is presented in Section 6.
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aggregation is considered. An illustrative example is given to demonstrate the same. We note that
algorithms are presented for complicated steps in the procedure, so that computer programs can be
written to handle the real life problems which comes with large number of alternatives and criterias’(as
pointed out with a concrete example in the second authors’ thesis [5]). Also from Remark 2.1, we see
that the problem with any other linear fuzzy numbers, like crisp, interval, triangular or trapezoidal fuzzy
numbers, can be used, by considering their equivalent octagonal fuzzy numbers.
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three experts, they evaluate all the suppliers, also the experts determine the fuzzy weights of the criteria.
Assume that the experts are equally important. The evaluations are as follows:

Importance of criteria matrix Evaluation matrix of Expert 1

DC =



VH H H VH M
VH H MH H MH
VH H MH VH M


 DM1 =



VG VG VG VG VG
G VG VG VG MG
VG MG G G G
G M M G MG




Evaluation matrix of Expert 2 Evaluation matrix of Expert 3

DM2 =




G MG G G VG
G VG VG VG MG
G G MG VG G
VG M MG M G


 DM3 =



MG MG G VG VG
MG MG G MG G
VG VG VG VG MG
MG VG MG VG M




where the corresponding octagonal fuzzy numbers for the above used linguistic term set are as given
in the following table:

Linguistic Linguistic Corresponding
term set for term set for octagonal fuzzy number
attributes Weights

VP VL (0, 10, 20, 30, 40, 50, 60, 70;
1

2
, 1)

P L (10, 20, 30, 40, 50, 60, 70, 80;
1

2
, 1)

MP ML (20, 30, 40, 50, 60, 70, 80, 90;
1

2
, 1)

M M (30, 40, 50, 60, 70, 80, 90, 100;
1

2
, 1)

MG MH (40, 50, 60, 70, 80, 90, 100, 100;
1

2
, 1)

G H (50, 60, 70, 80, 90, 100, 100, 100;
1

2
, 1)

VG VH (60, 70, 80, 90, 100, 100, 100, 100;
1

2
, 1)

As the experts are considered equal, their weight vector will be


1

3
,
1

3
,
1

3


.

The first step to the problem is to aggregate the evaluations of the three experts and then to obtain
the λ- fuzzy measure of the singleton sets {Ci}, (i = 1, 2, ..., 5) which is as 0.5, 0.467, 0.43, 0.489, 0.378
respectively.
Solving the equation

(1 + 0.5λ)(1 + 0.467λ)(1 + 0.43λ)(1 + 0.489λ)(1 + 0.378λ) − λ − 1 = 0

we get the λ- values to be 0,−0.93772,−5.19866,−2.51050 + 2.76915i,−2.51050 − 2.76915i and consid-
ering the cases in Remark 3.1, we let λ = −0.938
Following the algorithms, we aggregate all the information and obtain a octagonal fuzzy number for each
alternative follows:

Alternative 1 (56.206, 66.204, 76.202, 86.201, 96.199, 99.291, 99.983, 99.983;
1

2
, 1)

Alternative 2 (53.788, 63.786, 73.785, 83.783, 93.781, 97.962, 99.983, 99.983;
1

2
, 1)

Alternative 3 (54.933, 64.932, 74.93, 84.928, 94.927, 99.182, 99.983, 99.983;
1

2
, 1)

Alternative 4 (46.574, 56.572, 66.571, 76.569, 86.567, 93.745, 98.028, 99.983;
1

2
, 1)

The order of the alternatives is A1  A3  A2  A4.

Remark 5.1 The method proposed seems to be helpful in many cases provided the situation in any
practical example can be described in terms of ideas in fuzzy sets on which the method is based.

6 Conclusion In this paper, we introduced two aggregation operators, which are used to aggregate
two types of information, namely, interactive and non-interactive. The aggregation for non-interactive
information is verified to be a particular case of OFCI operator. The fundamental aggregation properties
are verified for OFCI operator and a procedure for solving MADM problem involving the two types of
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from various decision makers, aggregating the interactive criteria and then the final selection through
ranking the alternatives. In real situations, quantifying the quality of the alternative may not be
precise[2]. Zadeh[33] suggested employing the fuzzy set theory as a modeling tool that can help overcome
the situation. However, the presence of fuzziness in decision making increases the computational diffi-
culty in aggregating and ranking the alternatives, which has been handled by various authors including
us. To cite a few [1, 3, 4, 7, 8, 17, 20, 24].
The Choquet integral based aggregation finds its use in cases where individual criteria importance and
group importance are required. The Choquet integral is related to a fuzzy measure which considers
the interaction among the criteria to be aggregated [16, 21, 25]. For this reason, Choquet integral is
more suited to deal with fuzzy MCDM problems and in recent years, many scholars have done a lot
of good research in this field. Yang et. al. [31, 32] studied the real and fuzzy Choquet integrals for
fuzzy integrand. Tan [23], Xu [30], Wei et.al. [28], Wu et. al. [29] used Choquet integral to propose
some intuitionistic fuzzy aggregation operators. Tan [22], Qin et.al.[18], Meng et. al. [15] studied and
used Choquet integral to determine attribute weight and applied it in decision making problems under
interval intuitionistic environment. Rebille [19] used decision making over necessity measures through
Choquet integral.
In this paper, we introduce two types of aggregations on octagonal fuzzy numbers [14], namely octago-
nal fuzzy weighted averaging(OFWA) operator and octagonal fuzzy Choquet integral(OFCI) operator.
OFWA deals with non-interactive aggregation to aggregate the evaluations of different decision makers,
OFCI operator deals with interactive aggregation that aggregates the different criteria for the same al-
ternative.
The paper is organized as follows. Section 2 discusses some of the properties of octagonal fuzzy numbers
which are used to describe the linguistic terms for expert evaluations. In the Section 3, we recall the
concept of fuzzy measure, introduce octagonal fuzzy Choquet integral(OFCI) and then investigate the
aggregation properties of OFCI. In Section 4, we present the procedure for solving MADM problem
using OFCI operator, also algorithms are provided so as to apply it to the real life situations which
usually comes with large number of alternatives and criteria. The application of the proposed method
is given in Section 5 and conclusion is presented in Section 6.
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aggregation is considered. An illustrative example is given to demonstrate the same. We note that
algorithms are presented for complicated steps in the procedure, so that computer programs can be
written to handle the real life problems which comes with large number of alternatives and criterias’(as
pointed out with a concrete example in the second authors’ thesis [5]). Also from Remark 2.1, we see
that the problem with any other linear fuzzy numbers, like crisp, interval, triangular or trapezoidal fuzzy
numbers, can be used, by considering their equivalent octagonal fuzzy numbers.
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from various decision makers, aggregating the interactive criteria and then the final selection through
ranking the alternatives. In real situations, quantifying the quality of the alternative may not be
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used Choquet integral to determine attribute weight and applied it in decision making problems under
interval intuitionistic environment. Rebille [19] used decision making over necessity measures through
Choquet integral.
In this paper, we introduce two types of aggregations on octagonal fuzzy numbers [14], namely octago-
nal fuzzy weighted averaging(OFWA) operator and octagonal fuzzy Choquet integral(OFCI) operator.
OFWA deals with non-interactive aggregation to aggregate the evaluations of different decision makers,
OFCI operator deals with interactive aggregation that aggregates the different criteria for the same al-
ternative.
The paper is organized as follows. Section 2 discusses some of the properties of octagonal fuzzy numbers
which are used to describe the linguistic terms for expert evaluations. In the Section 3, we recall the
concept of fuzzy measure, introduce octagonal fuzzy Choquet integral(OFCI) and then investigate the
aggregation properties of OFCI. In Section 4, we present the procedure for solving MADM problem
using OFCI operator, also algorithms are provided so as to apply it to the real life situations which
usually comes with large number of alternatives and criteria. The application of the proposed method
is given in Section 5 and conclusion is presented in Section 6.
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from various decision makers, aggregating the interactive criteria and then the final selection through
ranking the alternatives. In real situations, quantifying the quality of the alternative may not be
precise[2]. Zadeh[33] suggested employing the fuzzy set theory as a modeling tool that can help overcome
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more suited to deal with fuzzy MCDM problems and in recent years, many scholars have done a lot
of good research in this field. Yang et. al. [31, 32] studied the real and fuzzy Choquet integrals for
fuzzy integrand. Tan [23], Xu [30], Wei et.al. [28], Wu et. al. [29] used Choquet integral to propose
some intuitionistic fuzzy aggregation operators. Tan [22], Qin et.al.[18], Meng et. al. [15] studied and
used Choquet integral to determine attribute weight and applied it in decision making problems under
interval intuitionistic environment. Rebille [19] used decision making over necessity measures through
Choquet integral.
In this paper, we introduce two types of aggregations on octagonal fuzzy numbers [14], namely octago-
nal fuzzy weighted averaging(OFWA) operator and octagonal fuzzy Choquet integral(OFCI) operator.
OFWA deals with non-interactive aggregation to aggregate the evaluations of different decision makers,
OFCI operator deals with interactive aggregation that aggregates the different criteria for the same al-
ternative.
The paper is organized as follows. Section 2 discusses some of the properties of octagonal fuzzy numbers
which are used to describe the linguistic terms for expert evaluations. In the Section 3, we recall the
concept of fuzzy measure, introduce octagonal fuzzy Choquet integral(OFCI) and then investigate the
aggregation properties of OFCI. In Section 4, we present the procedure for solving MADM problem
using OFCI operator, also algorithms are provided so as to apply it to the real life situations which
usually comes with large number of alternatives and criteria. The application of the proposed method
is given in Section 5 and conclusion is presented in Section 6.

2 Octagonal Fuzzy Numbers

OCTAGONAL FUZZY CHOQUET INTEGRAL OPERATOR FOR
MULTI-ATTRIBUTE DECISION MAKING

214



Figure 1: MathCAD 14 programs for Algorithm 2.1

OCTAGONAL FUZZY CHOQUET INTEGRAL OPERATOR FORMULTI-ATTRIBUTE DECISIONMAKING

Scientiae Mathematicae Japonicae

Felbin C Kennedy1† and Dhanalakshmi V2

1Research Guide & Associate Professor
2Research Scholar & Assistant Professor

Stella Maris College(Autonomous), Chennai, Tamil Nadu, India
† E-mail: felbinckennedy@gmail.com

Abstract. This paper introduces two types of aggregations, namely the octagonal fuzzy weighted
averaging(OFWA) operator for non-interactive aggregation and octagonal fuzzy Choquet integral(OFCI)
operator for interactive aggregation. The paper emphasis the use of octagonal fuzzy number as a
general case of some well known linear fuzzy numbers. Procedure for solving multi-attribute decision
making(MADM) problem using OFWA and OFCI operators are described and algorithms for the
same are presented to handle large data. Finally, an illustrative example is provided to demonstrate
the application of the OFCI operator in MADM problem.

Keyword: Octagonal fuzzy number, Choquet integral, aggregation, MADM, algorithm

1 Introduction Multi-attribute Decision Making (MADM) problems involve aggregating information
from various decision makers, aggregating the interactive criteria and then the final selection through
ranking the alternatives. In real situations, quantifying the quality of the alternative may not be
precise[2]. Zadeh[33] suggested employing the fuzzy set theory as a modeling tool that can help overcome
the situation. However, the presence of fuzziness in decision making increases the computational diffi-
culty in aggregating and ranking the alternatives, which has been handled by various authors including
us. To cite a few [1, 3, 4, 7, 8, 17, 20, 24].
The Choquet integral based aggregation finds its use in cases where individual criteria importance and
group importance are required. The Choquet integral is related to a fuzzy measure which considers
the interaction among the criteria to be aggregated [16, 21, 25]. For this reason, Choquet integral is
more suited to deal with fuzzy MCDM problems and in recent years, many scholars have done a lot
of good research in this field. Yang et. al. [31, 32] studied the real and fuzzy Choquet integrals for
fuzzy integrand. Tan [23], Xu [30], Wei et.al. [28], Wu et. al. [29] used Choquet integral to propose
some intuitionistic fuzzy aggregation operators. Tan [22], Qin et.al.[18], Meng et. al. [15] studied and
used Choquet integral to determine attribute weight and applied it in decision making problems under
interval intuitionistic environment. Rebille [19] used decision making over necessity measures through
Choquet integral.
In this paper, we introduce two types of aggregations on octagonal fuzzy numbers [14], namely octago-
nal fuzzy weighted averaging(OFWA) operator and octagonal fuzzy Choquet integral(OFCI) operator.
OFWA deals with non-interactive aggregation to aggregate the evaluations of different decision makers,
OFCI operator deals with interactive aggregation that aggregates the different criteria for the same al-
ternative.
The paper is organized as follows. Section 2 discusses some of the properties of octagonal fuzzy numbers
which are used to describe the linguistic terms for expert evaluations. In the Section 3, we recall the
concept of fuzzy measure, introduce octagonal fuzzy Choquet integral(OFCI) and then investigate the
aggregation properties of OFCI. In Section 4, we present the procedure for solving MADM problem
using OFCI operator, also algorithms are provided so as to apply it to the real life situations which
usually comes with large number of alternatives and criteria. The application of the proposed method
is given in Section 5 and conclusion is presented in Section 6.

2 Octagonal Fuzzy Numbers

OCTAGONAL FUZZY CHOQUET INTEGRAL OPERATOR FOR
MULTI-ATTRIBUTE DECISION MAKING

215



Figure 2: MathCAD 14 programs for Algorithm 4.1
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Figure 4: Illustration
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0.378


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

0
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−2.5105 − 2.7691i
−2.5105 + 2.7691i

−0.9377




The λ− fuzzy measure of the power set of the criteria set:
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Abstract. In many practical situations, intervals or fuzzy numbers are used to
model imprecise observations derived from uncertain measurements or linguistic
assessments. When using fuzzy numbers the shape of the membership function
is important in modelling. In this paper, we consider the fuzzy numbers whose
membership function is symmetric with respect to a vertical axis. For α ∈ (0, 1]
the α− cuts of such fuzzy numbers will have a constant mid-point and the
upper end of the interval will be a non-increasing function of α, the lower
end will be the image of this function. Hence these symmetric fuzzy numbers
can be fully described by a constant and a non-increasing function. Based on
this description, we define the arithmetic operations and a ranking technique
to order the symmetric fuzzy numbers. We also discuss various properties of
interest. Using Radstorm embedding theorem[5], we conduct a structure study
on symmetric fuzzy numbers.

1 Introduction The operations on the set of fuzzy numbers are usually obtained
by the Zadeh extension principle [7], [8], [6]. These definitions can have some
disadvantages for the applications, both by an algebraic point of view and by logical
and practical aspects. In particular, the shape of fuzzy numbers is not preserved by
multiplication, the indeterminateness of the sum and product is often too increasing.

Dong Qiu et.al. [1] studied the algebraic properties of fuzzy numbers using
equivalence classes on fuzzy numbers and identified the group structure for addition.
In this paper, we are studying a special class of fuzzy numbers, namely the symmetric
fuzzy numbers, whose membership function is symmetric with respect to a vertical
axis, define various arithmetic operations anew to suit our need. Also applying
Radstorm embedding theorem[5] we are identifying the vector space structure. We
define the arithmetic operations, such as addition, subtraction, scalar multiplication,
product, inverse on symmetric fuzzy numbers in a way that the resultants are also
symmetric fuzzy numbers.

Section 2 introduces symmetric fuzzy numbers, the arithmetic operations and
the ranking technique on them. We also verify various properties of the arithmetic
operations in this section. Based on the properties verified, section 3 gives an
embedding of the class of symmetric fuzzy numbers into a collection of equivalence
classes of symmetric fuzzy numbers which forms a group and a vector space.

2 Symmetric Fuzzy Numbers

Definition 2.1 The characteristic function χA of a crisp set A ⊆ X assigns a value
either 0 or 1 to each member in X. This function can be generalized to a function
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µÃ such that the value assigned to the element of the universal set X fall within a
specified range i.e. µÃ : X → [0, 1]. The assigned value indicates the membership
grade of the element in the set A. The function µÃ is called the membership function
and the set Ã = {(x, µÃ(x)) : x ∈ X} is called a fuzzy set.

Definition 2.2 A fuzzy set Ã, defined on the universal set of real numbers R, is said
to be a fuzzy number if its membership function has the following characteristics:

i. Ã is convex i.e. µÃ(λx1 + (1 − λ)x2) ≥ min(µÃ(x1), µÃ(x2)) ∀ x1, x2 ∈
R, ∀ λ ∈ [0, 1]

ii. Ã is normal i.e. ∃x0 ∈ R such that µÃ(x0) = 1
iii. µÃ is piecewise continuous

The height of a fuzzy set A ∈ F(X), is the value hgt(A) = supx∈X µA(x). From
the definition of a fuzzy set it is immediate that hgt(A) ≤ 1. If there exists x0 ∈ X
such that hgt(A) = µA(x0) = 1, then the fuzzy set A is called normal.
The core of a fuzzy set A ∈ F(X) is denoted with core(A) and it is given by
core(A) = {x ∈ X | µA(x) = 1}. The support of a fuzzy set A ∈ F(X) is denoted
with supp(A) and represents the set of all elements of X with a nonzero degree of
membership, that is supp(A) = {x ∈ X | µA(x) > 0}
For α ∈ [0, 1], the α-cut of a fuzzy set A ∈ F(X) denoted by [A]α and is given by
[A]α = {x ∈ X | µA(x) ≥ α}. It is clear that [A]0 = X and [A]1 = core(A).

Remark 2.1. For a fuzzy number, the α−cut will be a closed interval.

Definition 2.3 Let [Ã]α = [a
α
1 , a

α
2 ] be the α−cut of the fuzzy number Ã, then Ã is

said to be symmetric if the mid-point mα(Ã) =
aα
1 + aα

2

2
is constant ∀α ∈ [0, 1].

Remark 2.2. The spread Sα(Ã) =
aα
2 − aα

1

2
is non-negative and a non-increasing

function of α. It is the factor that determines the fuzziness of the quantity measured.
As a particular case, when the spread is zero, the quantity reduces to a crisp quantity.

Remark 2.3. The α−cut [Ã]α = [aα
1 , a

α
2 ] of the symmetric fuzzy numbers Ã can

also be represented as [Ã]α =
aα
1 + aα

2

2
+

aα
2 − aα

1

2
[−1, 1].

2.1 Ranking Technique For two symmetric fuzzy numbers Ã and B̃ with α−cuts
[Ã]α = [aα

1 , a
α
2 ] and [B̃]α = [bα1 , b

α
2 ], define Ã ≺ B̃ if either

aα
1 + aα

2

2
<

bα1 + bα2
2

or

aα
1 + aα

2

2
=

bα1 + bα2
2

and
aα
2 − aα

1

2
<

bα2 − bα1
2

. If
aα
1 + aα

2

2
=

bα1 + bα2
2

and
aα
2 − aα

1

2
=

bα2 − bα1
2

, then Ã = B̃

2.2 Arithmetic Operations

Definition 2.4 Let Ã and B̃ be two symmetric fuzzy numbers with α−cuts [Ã]α =
[aα

1 , a
α
2 ], [B̃]α = [b

α
1 , b

α
2 ] and λ ∈ R, then the α−cut of the arithmetic operations are

defined as follows:

Sum

[Ã+ B̃]α =
aα
1 + aα

2

2
+

bα1 + bα2
2

+


aα
2 − aα

1

2
+

bα2 − bα1
2


[−1, 1] (2.1)
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Difference

[Ã − B̃]α =
aα
1 + aα

2

2
− bα1 + bα2

2
+


aα
2 − aα

1

2
+

bα2 − bα1
2


[−1, 1] (2.2)

Scalar Multiplication

[λÃ]α = λ
aα
1 + aα

2

2
+


|λ|a

α
2 − aα

1

2


[−1, 1] (2.3)

Product

[Ã.B̃]α =
aα
1 + aα

2

2
.
bα1 + bα2
2

+ (2.4)


aα
2 − aα

1

2


bα1 + bα2
2

+

aα
1 + aα

2

2


bα2 − bα1
2

+
aα
2 − aα

1

2

bα2 − bα1
2


[−1, 1]

Inverse 
1

Ã



α

=
2

aα
1 + aα

2

+
1

2


1

aα
1

− 1

aα
2


[−1, 1] (2.5)

here either a0
1 > 0 or a0

2 < 0

Proposition 2.1. Let Ã be a symmteric fuzzy number with α−cut [Ã]α = [aα
1 , a

α
2 ],

then for α < β, [aα
1 , a

α
2 ] ⊇ [aβ

1 , a
β
2 ].

Proof. Ã is a symmetric fuzzy number =⇒ the mid-point mα(Ã) is constant and
the spread Sα(Ã) is a non-increasing function of α.

Thus α < β =⇒ aα
1 + aα

2

2
=

aβ
1 + aβ

2

2
and

aα
2 − aα

1

2
≥ aβ

2 − aβ
1

2
=⇒ [aα

1 , a
α
2 ] ⊇ [aβ

1 , a
β
2 ]

Remark 2.4. Proposition 2.1 proves that the symmetric fuzzy number is convex.

Proposition 2.2. If Ã and B̃ are symmetric fuzzy numbers, then so are Ã+ B̃, Ã−
B̃, λÃ(λ ∈ R), Ã.B̃,

1

Ã
.

Proof. Let the α−cuts of Ã and B̃ be [Ã]α = [a
α
1 , a

α
2 ] and [B̃]α = [b

α
1 , b

α
2 ] respectively,

then we know that for α < α,
the mid-points

aα
1 + aα

2

2
=

aα
1 + aα

2

2
(2.6)

bα1 + bα2
2

=
bα


1 + bα


2

2
(2.7)

the spreads

aα
2 − aα

1

2
≥ aα

2 − aα
1

2
(2.8)

bα2 − bα1
2

≥ bα


2 − bα


1

2
(2.9)
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1 Introduction The operations on the set of fuzzy numbers are usually obtained
by the Zadeh extension principle [7], [8], [6]. These definitions can have some
disadvantages for the applications, both by an algebraic point of view and by logical
and practical aspects. In particular, the shape of fuzzy numbers is not preserved by
multiplication, the indeterminateness of the sum and product is often too increasing.

Dong Qiu et.al. [1] studied the algebraic properties of fuzzy numbers using
equivalence classes on fuzzy numbers and identified the group structure for addition.
In this paper, we are studying a special class of fuzzy numbers, namely the symmetric
fuzzy numbers, whose membership function is symmetric with respect to a vertical
axis, define various arithmetic operations anew to suit our need. Also applying
Radstorm embedding theorem[5] we are identifying the vector space structure. We
define the arithmetic operations, such as addition, subtraction, scalar multiplication,
product, inverse on symmetric fuzzy numbers in a way that the resultants are also
symmetric fuzzy numbers.

Section 2 introduces symmetric fuzzy numbers, the arithmetic operations and
the ranking technique on them. We also verify various properties of the arithmetic
operations in this section. Based on the properties verified, section 3 gives an
embedding of the class of symmetric fuzzy numbers into a collection of equivalence
classes of symmetric fuzzy numbers which forms a group and a vector space.

2 Symmetric Fuzzy Numbers

Definition 2.1 The characteristic function χA of a crisp set A ⊆ X assigns a value
either 0 or 1 to each member in X. This function can be generalized to a function
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Sum [Ã+ B̃]α =
aα
1 + aα

2

2
+

bα1 + bα2
2

+


aα
2 − aα

1

2
+

bα2 − bα1
2


[−1, 1]

Adding equations 2.6 and 2.7, we get the mid-point of Ã + B̃ to be constant
and adding 2.8 and 2.9 we see the spread of Ã+ B̃ to be non-increasing. Thus
Ã+ B̃ is symmetric.

Difference [Ã − B̃]α =
aα
1 + aα

2

2
− bα1 + bα2

2
+


aα
2 − aα

1

2
+

bα2 − bα1
2


[−1, 1]

Subtracting equations 2.6 and 2.7, we get the mid-point of Ã− B̃ to be constant
and adding 2.8 and 2.9 we see the spread of Ã − B̃ to be non-increasing. Thus
Ã − B̃ is symmetric.

Scalar Multiplication [λÃ]α = λ
aα
1 + aα

2

2
+


|λ|a

α
2 − aα

1

2


[−1, 1]

By the definition, it is clear that λÃ is a symmetric fuzzy number.

Product [Ã.B̃]α =
aα
1 + aα

2

2
.
bα1 + bα2
2

+
aα
2 − aα

1

2


bα1 + bα2
2

+

aα
1 + aα

2

2


bα2 − bα1
2

+
aα
2 − aα

1

2

bα2 − bα1
2


[−1, 1]

Product of two constants is also a constant =⇒ the mid-point of Ã.B̃ =
aα
1 + aα

2

2
.
bα1 + bα2
2

is constant.

For α < α,

Sα(Ã.B̃) =
aα
2 − aα

1

2


bα1 + bα2
2

+

aα
1 + aα

2

2


bα2 − bα1
2

+
aα
2 − aα

1

2

bα2 − bα1
2

=
aα
2 − aα

1

2


bα


1 + bα


2

2

+

aα
1 + aα

2

2


bα2 − bα1
2

+
aα
2 − aα

1

2

bα2 − bα1
2

using 2.6 and 2.7

≥ aα
2 − aα

1

2


bα


1 + bα


2

2

+

aα
1 + aα

2

2


bα


2 − bα


1

2
+

aα
2 − aα

1

2

bα


2 − bα


1

2

using 2.8 and 2.9 and the fact that
aα
2 − aα

1

2
,
bα


2 − bα


1

2
are non-negative

= Sα(Ã.B̃)

Thus Ã.B̃ is symmetric.

Inverse


1

Ã



α

=
2

aα
1 + aα

2

+
1

2


1

aα
1

− 1

aα
2


[−1, 1]

It is clear that mα


1

Ã


is constant. To prove Sα


1

Ã


is non-increasing.

Let α < α, then

Sα


1

Ã


=

1

2


1

aα
1

− 1

aα
2



=
1

2


aα
2 − aα

1

aα
1a

α
2


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to order the symmetric fuzzy numbers. We also discuss various properties of
interest. Using Radstorm embedding theorem[5], we conduct a structure study
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1 Introduction The operations on the set of fuzzy numbers are usually obtained
by the Zadeh extension principle [7], [8], [6]. These definitions can have some
disadvantages for the applications, both by an algebraic point of view and by logical
and practical aspects. In particular, the shape of fuzzy numbers is not preserved by
multiplication, the indeterminateness of the sum and product is often too increasing.

Dong Qiu et.al. [1] studied the algebraic properties of fuzzy numbers using
equivalence classes on fuzzy numbers and identified the group structure for addition.
In this paper, we are studying a special class of fuzzy numbers, namely the symmetric
fuzzy numbers, whose membership function is symmetric with respect to a vertical
axis, define various arithmetic operations anew to suit our need. Also applying
Radstorm embedding theorem[5] we are identifying the vector space structure. We
define the arithmetic operations, such as addition, subtraction, scalar multiplication,
product, inverse on symmetric fuzzy numbers in a way that the resultants are also
symmetric fuzzy numbers.

Section 2 introduces symmetric fuzzy numbers, the arithmetic operations and
the ranking technique on them. We also verify various properties of the arithmetic
operations in this section. Based on the properties verified, section 3 gives an
embedding of the class of symmetric fuzzy numbers into a collection of equivalence
classes of symmetric fuzzy numbers which forms a group and a vector space.

2 Symmetric Fuzzy Numbers

Definition 2.1 The characteristic function χA of a crisp set A ⊆ X assigns a value
either 0 or 1 to each member in X. This function can be generalized to a function
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=
Sα(Ã)

aα
1a

α
2

(2.10)

We have aα
1 ≤ aα

1 ≤ aα
2 ≤ aα

2 . Since Ã is symmetric, aα
1 −aα

1 = aα
2−aα

2 = k(say),
let aα

2 − aα
1 = c, i.e

aα

1 = aα
1 + k

aα

2 = aα
1 + k + c

aα
2 = aα

1 + k + c+ k

Thus aα
1a

α
2 − aα

1 aα

2 = aα
1 (a

α
1 + k + c+ k)− (aα

1 + k)(aα
1 + k + c)

= −k2 − kc

≤ 0 as k ≥ 0, c ≥ 0

=⇒ 1

aα
1a

α
2

≥ 1

aα
1 aα

2

(2.11)

Ã is symmetric =⇒ Sα(Ã) ≥ Sα(Ã) (2.12)

From the definition of the inverse all the terms appearing in equations 2.11 and
2.12 are positive, hence multiplying equations 2.11 and 2.12 and applying it in

equation 2.10, we get Sα


1

Ã


≥ Sα


1

Ã


.

Thus
1

Ã
is symmetric.

Theorem 2.1. [Properties of Arithmetic Operators] Let Ã, B̃, C̃ be symmetric fuzzy
numbers, then the following properties hold:

1. Ã+ B̃ = B̃ + Ã (commutative)

2. Ã.B̃ = B̃.Ã (commutative)

3. (Ã+ B̃) + C̃ = Ã+ (B̃ + C̃) (associative)

4. (Ã.B̃).C̃ = Ã.(B̃.C̃) (associative)

5. Ã+ 0̃ = 0̃ + Ã = Ã (identity)

6. Ã.1̃ = 1̃.Ã = Ã (identity)

7. Ã+ B̃ = Ã+ C̃ =⇒ B̃ = C̃ (cancellation)

8. Ã.B̃ = Ã.C̃ =⇒ B̃ = C̃ (cancellation)

9. Scalar multiplication by non-negative real scalars satisfies:

(a) λ(A+ B) = λA+ λB

(b) (λ+ µ)A = λA+ µA

(c) (λµ)A = λ(µA)

10. ˜A. ( ˜B + ˜C )  ˜A. ˜B + ˜A. ˜C (sub-distributive)
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disadvantages for the applications, both by an algebraic point of view and by logical
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multiplication, the indeterminateness of the sum and product is often too increasing.

Dong Qiu et.al. [1] studied the algebraic properties of fuzzy numbers using
equivalence classes on fuzzy numbers and identified the group structure for addition.
In this paper, we are studying a special class of fuzzy numbers, namely the symmetric
fuzzy numbers, whose membership function is symmetric with respect to a vertical
axis, define various arithmetic operations anew to suit our need. Also applying
Radstorm embedding theorem[5] we are identifying the vector space structure. We
define the arithmetic operations, such as addition, subtraction, scalar multiplication,
product, inverse on symmetric fuzzy numbers in a way that the resultants are also
symmetric fuzzy numbers.

Section 2 introduces symmetric fuzzy numbers, the arithmetic operations and
the ranking technique on them. We also verify various properties of the arithmetic
operations in this section. Based on the properties verified, section 3 gives an
embedding of the class of symmetric fuzzy numbers into a collection of equivalence
classes of symmetric fuzzy numbers which forms a group and a vector space.

2 Symmetric Fuzzy Numbers

Definition 2.1 The characteristic function χA of a crisp set A ⊆ X assigns a value
either 0 or 1 to each member in X. This function can be generalized to a function
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11. (Ã+ B̃)− C̃ = Ã+ (B̃ − C̃)

12. (Ã+ B̃)− B̃ = Ã

13. Ã  C̃ and B̃  D̃ =⇒ Ã + B̃  C̃ + D̃ and Ã − B̃  C̃ − D̃ (inclusion
monotonicity)

Proof. Let the α−cut of the given symmetric fuzzy numbers be [Ã]α = [aα
1 , a

α
2 ],

[B̃]α = [b
α
1 , b

α
2 ], [C̃]α = [c

α
1 , c

α
2 ] and [0̃]α = [0, 0], [1̃]α = [1, 1] and thus in the mid-point

and spread notation

[Ã]α =
aα
1 + aα

2

2
+

aα
2 − aα

1

2
[−1, 1]

[B̃]α =
bα1 + bα2
2

+
bα2 − bα1
2

[−1, 1]

[C̃]α =
cα1 + cα2
2

+
cα2 − cα1
2

[−1, 1]

1. To prove Ã+ B̃ = B̃ + Ã

[Ã+ B̃]α =
aα
1 + aα

2

2
+

bα1 + bα2
2

+


aα
2 − aα

1

2
+

bα2 − bα1
2


[−1, 1]

=
bα1 + bα2
2

+
aα
1 + aα

2

2
+


bα2 − bα1
2

+
aα
2 − aα

1

2


[−1, 1]

= [B̃ + Ã]α

2. To prove Ã.B̃ = B̃.Ã

[Ã.B̃]α =
aα
1 + aα

2

2
.
bα1 + bα2
2

+


aα
2 − aα

1

2


bα1 + bα2
2

+

aα
1 + aα

2

2


bα2 − bα1
2

+
aα
2 − aα

1

2

bα2 − bα1
2


[−1, 1]

=
bα1 + bα2
2

.
aα
1 + aα

2

2
+


bα2 − bα1
2


aα
1 + aα

2

2

+

bα1 + bα2
2


aα
2 − aα

1

2
+

bα2 − bα1
2

aα
2 − aα

1

2


[−1, 1]

= [B̃.Ã]α

3. To prove (Ã+ B̃) + C̃ = Ã+ (B̃ + C̃)

[(Ã+ B̃) + C̃]α =


aα
1 + aα

2

2
+

bα1 + bα2
2


+

cα1 + cα2
2

+


aα
2 − aα

1

2
+

bα2 − bα1
2


+

cα2 − cα1
2


[−1, 1]

=
aα
1 + aα

2

2
+


bα1 + bα2
2

+
cα1 + cα2
2



+


aα
2 − aα

1

2
+


bα2 − bα1
2

+
cα2 − cα1
2


[−1, 1]

= [Ã+ (B̃ + C̃)]α
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equivalence classes on fuzzy numbers and identified the group structure for addition.
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fuzzy numbers, whose membership function is symmetric with respect to a vertical
axis, define various arithmetic operations anew to suit our need. Also applying
Radstorm embedding theorem[5] we are identifying the vector space structure. We
define the arithmetic operations, such as addition, subtraction, scalar multiplication,
product, inverse on symmetric fuzzy numbers in a way that the resultants are also
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Section 2 introduces symmetric fuzzy numbers, the arithmetic operations and
the ranking technique on them. We also verify various properties of the arithmetic
operations in this section. Based on the properties verified, section 3 gives an
embedding of the class of symmetric fuzzy numbers into a collection of equivalence
classes of symmetric fuzzy numbers which forms a group and a vector space.
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Definition 2.1 The characteristic function χA of a crisp set A ⊆ X assigns a value
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4. To prove (Ã.B̃).C̃ = Ã.(B̃.C̃)
[(Ã.B̃).C̃]α

=


aα1 + aα2
2

.
bα1 + bα2
2

+


aα2 − aα1
2


bα1 + bα2
2

+

aα1 + aα2
2


bα2 − bα1
2

+
aα2 − aα1
2

bα2 − bα1
2


[−1, 1]



.


cα1 + cα2
2

+
cα2 − cα1
2

[−1, 1]


=


aα1 + aα2
2

.
bα1 + bα2
2


cα1 + cα2
2



+


aα2 − aα1
2


bα1 + bα2
2

+

aα1 + aα2
2


bα2 − bα1
2

+
aα2 − aα1
2

bα2 − bα1
2

 
cα1 + cα2
2



+


aα1 + aα2
2

.
bα1 + bα2
2


cα2 − cα1
2

+


aα2 − aα1
2


bα1 + bα2
2

+

aα1 + aα2
2


bα2 − bα1
2

+
aα2 − aα1
2

bα2 − bα1
2


cα2 − cα1
2


[−1, 1]

=
aα1 + aα2
2


bα1 + bα2
2

cα1 + cα2
2



+


aα2 − aα1
2


bα1 + bα2
2



cα1 + cα2
2

+

aα1 + aα2
2


bα2 − bα1
2

cα1 + cα2
2

+
aα2 − aα1
2

bα2 − bα1
2


cα1 + cα2
2

+

aα1 + aα2
2



bα1 + bα2
2


cα2 − cα1
2

+
aα2 − aα1
2


bα1 + bα2
2


cα2 − cα1
2

+


aα1 + aα2
2


bα2 − bα1
2

cα2 − cα1
2

+
aα2 − aα1
2

bα2 − bα1
2

cα2 − cα1
2


[−1, 1]

=
aα1 + aα2
2


bα1 + bα2
2

cα1 + cα2
2



+


aα2 − aα1
2


bα1 + bα2
2

cα1 + cα2
2



+


aα1 + aα2
2



bα2 − bα1
2


cα1 + cα2
2

+

bα1 + bα2
2


cα2 − cα1
2

+
bα2 − bα1
2

cα2 − cα1
2



+
aα2 − aα1
2


bα2 − bα1
2


cα1 + cα2
2

+

bα1 + bα2
2


cα2 − cα1
2

+
bα2 − bα1
2

cα2 − cα1
2



[−1, 1]
= [Ã.(B̃.C̃)]α

5. To prove Ã+ 0̃ = 0̃ + Ã = Ã

[Ã+ 0̃]α =
aα
1 + aα

2

2
+
0 + 0

2
+


aα
2 − aα

1

2
+
0− 0
2


[−1, 1]

=
aα
1 + aα

2

2
+

aα
2 − aα

1

2
[−1, 1]

= [Ã]α
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Abstract. In many practical situations, intervals or fuzzy numbers are used to
model imprecise observations derived from uncertain measurements or linguistic
assessments. When using fuzzy numbers the shape of the membership function
is important in modelling. In this paper, we consider the fuzzy numbers whose
membership function is symmetric with respect to a vertical axis. For α ∈ (0, 1]
the α− cuts of such fuzzy numbers will have a constant mid-point and the
upper end of the interval will be a non-increasing function of α, the lower
end will be the image of this function. Hence these symmetric fuzzy numbers
can be fully described by a constant and a non-increasing function. Based on
this description, we define the arithmetic operations and a ranking technique
to order the symmetric fuzzy numbers. We also discuss various properties of
interest. Using Radstorm embedding theorem[5], we conduct a structure study
on symmetric fuzzy numbers.

1 Introduction The operations on the set of fuzzy numbers are usually obtained
by the Zadeh extension principle [7], [8], [6]. These definitions can have some
disadvantages for the applications, both by an algebraic point of view and by logical
and practical aspects. In particular, the shape of fuzzy numbers is not preserved by
multiplication, the indeterminateness of the sum and product is often too increasing.

Dong Qiu et.al. [1] studied the algebraic properties of fuzzy numbers using
equivalence classes on fuzzy numbers and identified the group structure for addition.
In this paper, we are studying a special class of fuzzy numbers, namely the symmetric
fuzzy numbers, whose membership function is symmetric with respect to a vertical
axis, define various arithmetic operations anew to suit our need. Also applying
Radstorm embedding theorem[5] we are identifying the vector space structure. We
define the arithmetic operations, such as addition, subtraction, scalar multiplication,
product, inverse on symmetric fuzzy numbers in a way that the resultants are also
symmetric fuzzy numbers.

Section 2 introduces symmetric fuzzy numbers, the arithmetic operations and
the ranking technique on them. We also verify various properties of the arithmetic
operations in this section. Based on the properties verified, section 3 gives an
embedding of the class of symmetric fuzzy numbers into a collection of equivalence
classes of symmetric fuzzy numbers which forms a group and a vector space.

2 Symmetric Fuzzy Numbers

Definition 2.1 The characteristic function χA of a crisp set A ⊆ X assigns a value
either 0 or 1 to each member in X. This function can be generalized to a function
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Similarly, 0̃ + Ã = Ã.

6. To prove Ã.1̃ = 1̃.Ã = Ã

[Ã.1̃]α =
aα
1 + aα

2

2
.
1 + 1

2

+


aα
2 − aα

1

2


1 + 1

2

+

aα
1 + aα

2

2


1− 1
2

+
aα
2 − aα

1

2

1− 1
2


[−1, 1]

=
aα
1 + aα

2

2
+

aα
2 − aα

1

2
[−1, 1]

= [Ã]α

Similarly, 1̃.Ã = Ã.

7. Ã+ B̃ = Ã+ C̃ =⇒ B̃ = C̃ (cancellation)

[Ã+ B̃]α = [Ã+ C̃]α

=⇒ aα
1 + aα

2

2
+

bα1 + bα2
2

+


aα
2 − aα

1

2
+

bα2 − bα1
2


[−1, 1]

=
aα
1 + aα

2

2
+

cα1 + cα2
2

+


aα
2 − aα

1

2
+

cα2 − cα1
2


[−1, 1]

=⇒ aα
1 + aα

2

2
+

bα1 + bα2
2

=
aα
1 + aα

2

2
+

cα1 + cα2
2

and
aα
2 − aα

1

2
+

bα2 − bα1
2

=
aα
2 − aα

1

2
+

cα2 − cα1
2

=⇒ bα1 + bα2
2

=
cα1 + cα2
2

and
bα2 − bα1
2

=
cα2 − cα1
2

=⇒ [B̃]α = [C̃]α

=⇒ B̃ = C̃

8. Ã.B̃ = Ã.C̃ =⇒ B̃ = C̃ if Ã = 0 (cancellation)

Ã.B̃ = Ã.C̃

=⇒ [Ã.B̃]α = [Ã.B̃]α

=⇒ aα
1 + aα

2

2
.
bα1 + bα2
2

=
aα
1 + aα

2

2
.
cα1 + cα2
2

and
aα
2 − aα

1

2


bα1 + bα2
2

+

aα
1 + aα

2

2


bα2 − bα1
2

+
aα
2 − aα

1

2

bα2 − bα1
2

=
aα
2 − aα

1

2


cα1 + cα2
2

+

aα
1 + aα

2

2


cα2 − cα1
2

+
aα
2 − aα

1

2

cα2 − cα1
2

=⇒ bα1 + bα2
2

=
cα1 + cα2
2

and


aα
1 + aα

2

2


bα2 − bα1
2

+
aα
2 − aα

1

2

bα2 − bα1
2

=


aα
1 + aα

2

2


cα2 − cα1
2

+
aα
2 − aα

1

2

cα2 − cα1
2
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Abstract. In many practical situations, intervals or fuzzy numbers are used to
model imprecise observations derived from uncertain measurements or linguistic
assessments. When using fuzzy numbers the shape of the membership function
is important in modelling. In this paper, we consider the fuzzy numbers whose
membership function is symmetric with respect to a vertical axis. For α ∈ (0, 1]
the α− cuts of such fuzzy numbers will have a constant mid-point and the
upper end of the interval will be a non-increasing function of α, the lower
end will be the image of this function. Hence these symmetric fuzzy numbers
can be fully described by a constant and a non-increasing function. Based on
this description, we define the arithmetic operations and a ranking technique
to order the symmetric fuzzy numbers. We also discuss various properties of
interest. Using Radstorm embedding theorem[5], we conduct a structure study
on symmetric fuzzy numbers.

1 Introduction The operations on the set of fuzzy numbers are usually obtained
by the Zadeh extension principle [7], [8], [6]. These definitions can have some
disadvantages for the applications, both by an algebraic point of view and by logical
and practical aspects. In particular, the shape of fuzzy numbers is not preserved by
multiplication, the indeterminateness of the sum and product is often too increasing.

Dong Qiu et.al. [1] studied the algebraic properties of fuzzy numbers using
equivalence classes on fuzzy numbers and identified the group structure for addition.
In this paper, we are studying a special class of fuzzy numbers, namely the symmetric
fuzzy numbers, whose membership function is symmetric with respect to a vertical
axis, define various arithmetic operations anew to suit our need. Also applying
Radstorm embedding theorem[5] we are identifying the vector space structure. We
define the arithmetic operations, such as addition, subtraction, scalar multiplication,
product, inverse on symmetric fuzzy numbers in a way that the resultants are also
symmetric fuzzy numbers.

Section 2 introduces symmetric fuzzy numbers, the arithmetic operations and
the ranking technique on them. We also verify various properties of the arithmetic
operations in this section. Based on the properties verified, section 3 gives an
embedding of the class of symmetric fuzzy numbers into a collection of equivalence
classes of symmetric fuzzy numbers which forms a group and a vector space.

2 Symmetric Fuzzy Numbers

Definition 2.1 The characteristic function χA of a crisp set A ⊆ X assigns a value
either 0 or 1 to each member in X. This function can be generalized to a function
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=⇒


aα
1 + aα

2

2

+
aα
2 − aα

1

2


bα2 − bα1
2

− cα2 − cα1
2


= 0

=⇒ bα2 − bα1
2

=
cα2 − cα1
2

as


aα
1 + aα

2

2

 +
aα
2 − aα

1

2
= 0 would mean


aα
1 + aα

2

2

 = 0 and
aα
2 − aα

1

2
= 0

=⇒ Ã = 0

9. Scalar multiplication by non-negative real scalars satisfies:

(a) λ(A+ B) = λA+ λB for λ ≥ 0

[λ(A+ B)]α = λ


aα
1 + aα

2

2
+

bα1 + bα2
2

+


aα
2 − aα

1

2
+

bα2 − bα1
2


[−1, 1]



= λ


aα
1 + aα

2

2
+

bα1 + bα2
2



+


|λ|


aα
2 − aα

1

2
+

bα2 − bα1
2


[−1, 1]

=


λ
aα
1 + aα

2

2
+ λ

bα1 + bα2
2



+


|λ|a

α
2 − aα

1

2
+ |λ|b

α
2 − bα1
2


[−1, 1]

= λ
aα
1 + aα

2

2
+


|λ|a

α
2 − aα

1

2


[−1, 1]

+λ
bα1 + bα2
2

+


|λ|b

α
2 − bα1
2


[−1, 1]

= [λA]α + [λB]α

(b) (λ+ µ)A = λA+ µA for λ, µ ≥ 0

[(λ+ µ)A]α = (λ+ µ)


aα
1 + aα

2

2
+


aα
2 − aα

1

2


[−1, 1]



= (λ+ µ)
aα
1 + aα

2

2
+


|λ+ µ|a

α
2 − aα

1

2


[−1, 1]

= λ
aα
1 + aα

2

2
+ µ

aα
1 + aα

2

2

+


|λ|a

α
2 − aα

1

2
+ |µ|a

α
2 − aα

1

2


[−1, 1] as λ, µ ≥ 0

= λ
aα
1 + aα

2

2
+


|λ|a

α
2 − aα

1

2


[−1, 1]

+µ
aα
1 + aα

2

2
+


|µ|a

α
2 − aα

1

2


[−1, 1]

= [λA]α + [µA]α

(c) (λµ)A = λ(µA) for λ, µ ≥ 0

[(λµ)A]α = (λµ)
aα
1 + aα

2

2
+


|λµ|a

α
2 − aα

1

2


[−1, 1]
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Abstract. In many practical situations, intervals or fuzzy numbers are used to
model imprecise observations derived from uncertain measurements or linguistic
assessments. When using fuzzy numbers the shape of the membership function
is important in modelling. In this paper, we consider the fuzzy numbers whose
membership function is symmetric with respect to a vertical axis. For α ∈ (0, 1]
the α− cuts of such fuzzy numbers will have a constant mid-point and the
upper end of the interval will be a non-increasing function of α, the lower
end will be the image of this function. Hence these symmetric fuzzy numbers
can be fully described by a constant and a non-increasing function. Based on
this description, we define the arithmetic operations and a ranking technique
to order the symmetric fuzzy numbers. We also discuss various properties of
interest. Using Radstorm embedding theorem[5], we conduct a structure study
on symmetric fuzzy numbers.

1 Introduction The operations on the set of fuzzy numbers are usually obtained
by the Zadeh extension principle [7], [8], [6]. These definitions can have some
disadvantages for the applications, both by an algebraic point of view and by logical
and practical aspects. In particular, the shape of fuzzy numbers is not preserved by
multiplication, the indeterminateness of the sum and product is often too increasing.

Dong Qiu et.al. [1] studied the algebraic properties of fuzzy numbers using
equivalence classes on fuzzy numbers and identified the group structure for addition.
In this paper, we are studying a special class of fuzzy numbers, namely the symmetric
fuzzy numbers, whose membership function is symmetric with respect to a vertical
axis, define various arithmetic operations anew to suit our need. Also applying
Radstorm embedding theorem[5] we are identifying the vector space structure. We
define the arithmetic operations, such as addition, subtraction, scalar multiplication,
product, inverse on symmetric fuzzy numbers in a way that the resultants are also
symmetric fuzzy numbers.

Section 2 introduces symmetric fuzzy numbers, the arithmetic operations and
the ranking technique on them. We also verify various properties of the arithmetic
operations in this section. Based on the properties verified, section 3 gives an
embedding of the class of symmetric fuzzy numbers into a collection of equivalence
classes of symmetric fuzzy numbers which forms a group and a vector space.

2 Symmetric Fuzzy Numbers

Definition 2.1 The characteristic function χA of a crisp set A ⊆ X assigns a value
either 0 or 1 to each member in X. This function can be generalized to a function
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= λ


µ
aα
1 + aα

2

2
+


|µ|a

α
2 − aα

1

2


[−1, 1]


as λ ≥ 0

= [λ(µA)]α

10. Ã.(B̃ + C̃)  Ã.B̃ + Ã.C̃ (sub-distributive)

[Ã.(B̃ + C̃)]α =


aα
1 + aα

2

2
+

aα
2 − aα

1

2
[−1, 1]


.


bα1 + bα2
2

+
cα1 + cα2
2

+


bα2 − bα1
2

+
cα2 − cα1
2


[−1, 1]



=
aα
1 + aα

2

2
.


bα1 + bα2
2

+
cα1 + cα2
2



+


aα
2 − aα

1

2


bα1 + bα2
2

+
cα1 + cα2
2



+


aα
1 + aα

2

2




bα2 − bα1
2

+
cα2 − cα1
2



+
aα
2 − aα

1

2


bα2 − bα1
2

+
cα2 − cα1
2


[−1, 1]

 aα
1 + aα

2

2

bα1 + bα2
2

+
aα
1 + aα

2

2

cα1 + cα2
2

+


aα
2 − aα

1

2


bα1 + bα2
2

+
aα
2 − aα

1

2


cα1 + cα2
2



+


aα
1 + aα

2

2


bα2 − bα1
2

+


aα
1 + aα

2

2


cα2 − cα1
2

+
aα
2 − aα

1

2

bα2 − bα1
2

+
aα
2 − aα

1

2

cα2 − cα1
2


[−1, 1]

=
aα
1 + aα

2

2

bα1 + bα2
2

+


aα
2 − aα

1

2


bα1 + bα2
2

+

aα
1 + aα

2

2


bα2 − bα1
2

+
aα
2 − aα

1

2

bα2 − bα1
2


[−1, 1]

+
aα
1 + aα

2

2

cα1 + cα2
2

+


aα
2 − aα

1

2


cα1 + cα2
2

+

aα
1 + aα

2

2


cα2 − cα1
2

+
aα
2 − aα

1

2

cα2 − cα1
2


[−1, 1]

= [Ã.B̃]α + [Ã.C̃]α

11. (Ã+ B̃)− C̃ = Ã+ (B̃ − C̃)

[(Ã+ B̃)− C̃]α =


aα
1 + aα

2

2
+

bα1 + bα2
2

+


aα
2 − aα

1

2
+

bα2 − bα1
2


[−1, 1]



−


cα1 + cα2
2

+


cα2 − cα1
2


[−1, 1]



=


aα
1 + aα

2

2
+

bα1 + bα2
2


− cα1 + cα2

2

+


aα
2 − aα

1

2
+

bα2 − bα1
2


+

cα2 − cα1
2


[−1, 1]
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Abstract. In many practical situations, intervals or fuzzy numbers are used to
model imprecise observations derived from uncertain measurements or linguistic
assessments. When using fuzzy numbers the shape of the membership function
is important in modelling. In this paper, we consider the fuzzy numbers whose
membership function is symmetric with respect to a vertical axis. For α ∈ (0, 1]
the α− cuts of such fuzzy numbers will have a constant mid-point and the
upper end of the interval will be a non-increasing function of α, the lower
end will be the image of this function. Hence these symmetric fuzzy numbers
can be fully described by a constant and a non-increasing function. Based on
this description, we define the arithmetic operations and a ranking technique
to order the symmetric fuzzy numbers. We also discuss various properties of
interest. Using Radstorm embedding theorem[5], we conduct a structure study
on symmetric fuzzy numbers.

1 Introduction The operations on the set of fuzzy numbers are usually obtained
by the Zadeh extension principle [7], [8], [6]. These definitions can have some
disadvantages for the applications, both by an algebraic point of view and by logical
and practical aspects. In particular, the shape of fuzzy numbers is not preserved by
multiplication, the indeterminateness of the sum and product is often too increasing.

Dong Qiu et.al. [1] studied the algebraic properties of fuzzy numbers using
equivalence classes on fuzzy numbers and identified the group structure for addition.
In this paper, we are studying a special class of fuzzy numbers, namely the symmetric
fuzzy numbers, whose membership function is symmetric with respect to a vertical
axis, define various arithmetic operations anew to suit our need. Also applying
Radstorm embedding theorem[5] we are identifying the vector space structure. We
define the arithmetic operations, such as addition, subtraction, scalar multiplication,
product, inverse on symmetric fuzzy numbers in a way that the resultants are also
symmetric fuzzy numbers.

Section 2 introduces symmetric fuzzy numbers, the arithmetic operations and
the ranking technique on them. We also verify various properties of the arithmetic
operations in this section. Based on the properties verified, section 3 gives an
embedding of the class of symmetric fuzzy numbers into a collection of equivalence
classes of symmetric fuzzy numbers which forms a group and a vector space.

2 Symmetric Fuzzy Numbers

Definition 2.1 The characteristic function χA of a crisp set A ⊆ X assigns a value
either 0 or 1 to each member in X. This function can be generalized to a function
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=
aα
1 + aα

2

2
+


bα1 + bα2
2

− cα1 + cα2
2



+


aα
2 − aα

1

2
+


bα2 − bα1
2

+
cα2 − cα1
2


[−1, 1]

= [Ã+ (B̃ − C̃)]α

12. (Ã+ B̃)− B̃ = Ã

[(Ã+ B̃)− B̃]α =


aα
1 + aα

2

2
+

bα1 + bα2
2

+


aα
2 − aα

1

2
+

bα2 − bα1
2


[−1, 1]



−


bα1 + bα2
2

+


bα2 − bα1
2


[−1, 1]



=


aα
1 + aα

2

2
+

bα1 + bα2
2


− bα1 + bα2

2

+


aα
2 − aα

1

2
+

bα2 − bα1
2


+

bα2 − bα1
2


[−1, 1]

=
aα
1 + aα

2

2
+


aα
2 − aα

1

2
+ bα2 − bα1


[−1, 1]

= [Ã]α

13. Ã  C̃ and B̃  D̃ =⇒ Ã+ B̃  C̃ + D̃ (inclusion monotonicity)

Ã  C̃ =⇒ mα(Ã) < mα(C̃) or

mα(Ã) = mα(C̃) and Sα(A) ≤ Sα(C̃)


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
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
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
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Abstract. In many practical situations, intervals or fuzzy numbers are used to
model imprecise observations derived from uncertain measurements or linguistic
assessments. When using fuzzy numbers the shape of the membership function
is important in modelling. In this paper, we consider the fuzzy numbers whose
membership function is symmetric with respect to a vertical axis. For α ∈ (0, 1]
the α− cuts of such fuzzy numbers will have a constant mid-point and the
upper end of the interval will be a non-increasing function of α, the lower
end will be the image of this function. Hence these symmetric fuzzy numbers
can be fully described by a constant and a non-increasing function. Based on
this description, we define the arithmetic operations and a ranking technique
to order the symmetric fuzzy numbers. We also discuss various properties of
interest. Using Radstorm embedding theorem[5], we conduct a structure study
on symmetric fuzzy numbers.

1 Introduction The operations on the set of fuzzy numbers are usually obtained
by the Zadeh extension principle [7], [8], [6]. These definitions can have some
disadvantages for the applications, both by an algebraic point of view and by logical
and practical aspects. In particular, the shape of fuzzy numbers is not preserved by
multiplication, the indeterminateness of the sum and product is often too increasing.

Dong Qiu et.al. [1] studied the algebraic properties of fuzzy numbers using
equivalence classes on fuzzy numbers and identified the group structure for addition.
In this paper, we are studying a special class of fuzzy numbers, namely the symmetric
fuzzy numbers, whose membership function is symmetric with respect to a vertical
axis, define various arithmetic operations anew to suit our need. Also applying
Radstorm embedding theorem[5] we are identifying the vector space structure. We
define the arithmetic operations, such as addition, subtraction, scalar multiplication,
product, inverse on symmetric fuzzy numbers in a way that the resultants are also
symmetric fuzzy numbers.

Section 2 introduces symmetric fuzzy numbers, the arithmetic operations and
the ranking technique on them. We also verify various properties of the arithmetic
operations in this section. Based on the properties verified, section 3 gives an
embedding of the class of symmetric fuzzy numbers into a collection of equivalence
classes of symmetric fuzzy numbers which forms a group and a vector space.

2 Symmetric Fuzzy Numbers

Definition 2.1 The characteristic function χA of a crisp set A ⊆ X assigns a value
either 0 or 1 to each member in X. This function can be generalized to a function
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3 Embedding To extend the concepts of coherent prevision and probability in
a fuzzy ambit, it is necessary to obtain a structure of vector space based on fuzzy
numbers. But, whatever definition of sum is utilized, the sum of two fuzzy numbers
has left and right spreads greater than the spreads of the individual fuzzy numbers.
Then we cannot have the additive inverse of a non degenerate fuzzy number and fuzzy
numbers are neither a group nor a vector space.

In this section we prove that we can overcome this obstacle by introducing a
suitable equivalence relation ∼ on the set SF of fuzzy numbers and by considering
the quotient set SF/ ∼ and the induced structures. In fact, in this case we obtain a
vector space.

Theorem 3.1. [5]

A. Let M be a commutative semigroup in which the law of cancellation holds. That
is, For A,B,C ∈ M , if

1. (A+ B) + C = A+ (B + C)

2. A+ B = B + A

3. A+ C = B + C =⇒ A = B

then M can be embedded in a group N . Furthermore N can be chosen so as to be
minimal in the following sense: If G is any group in which M is embedded, then
N is isomorphic to a subgroup of G containing M .

B. If a multiplication by non-negative real scalars satisfying:

4. λ(A+ B) = λA+ λB

5. (λ1 + λ2)A = λ1A+ λ2A

6. λ1(λ2)A = λ1λ2A

7. 1A = A

is defined on M , then a multiplication be real scalars can be defined on N so as to
make N a vector space and so that for λ ≥ 0 and A ∈ M the product λA coincides
with the one given on M .

Theorem 2.1 shows that the collection of symmetric fuzzy numbers SF satisfy
conditions 1 to 7 of theorem 3.1. Hence SF can be embedded into SFN which will
be a group and a vector space. According to the proof of theorem 3.1 in [5], the
class SFN consists of equivalence classes of pairs (Ã, B̃) of elements of SF . The
equivalence relation, ∼ is defined by (Ã, B̃) ∼ (C̃, D̃) if and only if Ã+ D̃ = B̃ + C̃
i.e. mα(Ã+ D̃) = mα(B̃ + C̃) and Sα(Ã+ D̃) = Sα(B̃ + C̃). The equivalence class
containing the pair (A,B) is denoted by [A,B].
Define addition on SFN as

[Ã, B̃] + [C̃, D̃] = [Ã+ C̃, B̃ + D̃]

and scalar multiplication as

c[Ã, B̃] =


[cÃ, cB̃] if c ∈ R+

[−cB̃,−cÃ] otherwise
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and the order relation may be defined on SFN as [Ã, B̃]  [C̃, D̃] if Ã+ D̃  B̃ + C̃
holds.
The zero element in SFN will be [0̃, 0̃] and the inverse of [A,B] will be [B,A].
The element Ã ∈ SF will be identified with the class [Ã, 0̃] ∈ SFN , where 0̃ is the
zero element in SF .

4 Conclusion In this paper, a special class of fuzzy numbers is considered, the
symmetric fuzzy numbers whose shape is symmetric with respect to a vertical line.
We introduced the necessary arithmetic operations on these numbers and also verified
that they belong to the same class. When studying the structure of the class, we
see that it forms a commutative semi-group with the cancellation property. Also
it satisfies certain other properties that are required in the Radstorm embedding
theorem. Hence using Radstorm embedding theorem, the class of symmetric fuzzy
numbers are embedded into a class of equivalent pairs of symmetric fuzzy numbers
which form a group and a vector space.
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Toshiro Hiranouchi

Abstract. We show that the additive higher Chow group of the form TCHdimpXq`qpX, q;mq
becomes 0 for some scheme X over a perfect field of positive characteristic and for q ě 2.
This is an analogy of Akhtar’s theorem on the higher Chow groups: CHdimpXq`qpX, qq “
0 for q ě 2.

1 Introduction As a continuation1 of [5], we study an analogy between

CHapX, bq ÐÑ TCHapX, b;mq.

Here, CHapX, bq is the higher Chow group of an appropriate scheme X over a field k and
TCHapX, b;mq is the additive higher Chow group of X (see Sect. 2 for the definitions). An
objective of this note is to show the following theorem:
Theorem 1.1 (Thm. 3.5). Let X be a projective smooth variety over a perfect field k with
positive characteristic. Then, for q ě 2,

TCHd`qpX, q;mq “ 0,

where d “ dimpXq is the dimension of X.
This is an additive version of Akhtar’s theorem ([1], Cor. 7.1) on the higher Chow group:
For q ě 2,

CHd`qpX, qq “ 0,
when X is a smooth quasi-projective variety of d “ dimpXq over a finite field.

Our motivation is to define an additive variant of Somekawa type K-groups. Recall that
a Mackey functor over a field k is a contravariant functor from the category of étale schemes
over k to that of abelian groups equipped with a covariant structure for finite morphisms
satisfying some conditions (for the precise definition, see Def. 3.1). The higher Chow group
CHapX, bq defines a Mackey functor

CHapX, bq : k1{k ÞÑ CHapXk1 , bq,

where k1 is a finite field extension of k and Xk1 “ X bk k1. For some schemes X,X 1 over k
with d “ dimpXq and d1 “ dimpX 1q, the Milnor type K-group

Kpk;CHd`apX, aq,CHd1`a1
pX 1, a1qq

introduced by Raskind and Spiess ([12], Def. 2.1.1, see also Rem. 2.4.2) is defined by the
quotient

(1)
˜

à

k1{k: finite
CHd`apX, aqpk1q bZ CHd1`a1

pX 1, a1qpk1q
¸O

(PF) & (Rec),

where “(PF) & (Rec)” stands for the subgroup generated by elements of the following
form: Put M :“ CHd`apX, aq and M 1 :“ CHd1`a1

pX 1, a1q.
2010 Mathematics Subject Classification. 19D45, 14C25.
Key words and phrases. additive higher Chow groups, Milnor K-groups.

1 This short note is taken from the preprint [4], Sect. 5 which has been deleted before publication ([5]).
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(PF) Let k Ă k1 Ă k2 be finite field extensions and j “ jk2{k1 : Specpk2q Ñ Specpk1q the
canonical map. The elements are of the form

j˚pxq b x1 ´ xb j˚px1q for x P M pk2q and x1 P M 1pk1q, and
xb j˚px1q ´ j˚pxq b x1 for x P M pk1q and x1 P M 1pk2q.

(Rec) Let F be a function field in one variable over k and f P Fˆ, g P M pF q, g1 P M 1pF q.
The required elements are of the form

ÿ

v

Bvpf b g b g1q,

where the sum is taken over all places v of F {k, and

Bv : Fˆ bZ M pF q bZ M 1pF q Ñ M pkpvqq bZ M 1pkpvqq

is the local symbol. This is given by using the connecting map in the localization sequence
of higher Chow groups2.
Using this, it is known the following expressions:

˝ Kpk;CH1pk, 1q,CH1pk, 1qq » Kpk;Gm,Gmq, where the right side is Somekawa’s K-group
associated to the multiplicative groups Gm [14], and

˝ Kpk;CHd`apX, aq,CHd1`a1
pX 1, a1qq » CHd`d1`a`a1

pX ˆX 1, a` a1q (cf. Thm. 3.3).
In our previous work [4], we introduced an additive variant of Somekawa’s K-group of

the form
Kpk;Wm,Gmq,

where Wm is the Witt group scheme of lenth m P Zą0. We expect to define the group of
the form

Kpk;T CHd`apX, a;mq,CHd1`a1
pX 1, a1qq

which gives
˝ Kpk;T CH1pk, 1;mq,CH1pk, 1qq » Kpk;Wm,Gmq, and
˝ Kpk;T CHd`apX, a;mq,CHd1`a1

pX 1, a1q » TCHd`d1`a`a1
pX ˆX 1, a` a1;mq.

However, the localization property to define the condition corresponding to (Rec) above
is not known on the additive higher Chow groups (due to lack of homotopy invariance).
Instead of Somekawa type K-group, we consider the Mackey product

ˆ

T CHd`apX, a;mq
M
bCHd1`a1

pX 1, a1q
˙

pkq

which is defined using the “projection formula” only as follows:
˜

à

k1{k

T CHd`apX, a;mqpk1q bZ CHd1`a1
pX 1, a1qpk1q

¸O

(PF),

where (PF) is the subgroup defined similarly as in (1) (for the precise definition, see
Def. 3.2). In this note, we present the following surjective homomorphism on 0-cycles
(Thm. 3.4):

ˆ

T CHd`apX, a;mq
M
bCHd1`a1

pX 1, a1q
˙

pkq TCHd`d1`a`a1
pX ˆX 1, a` a1;mq.

It is easy to show that the Mackey product on the left hand side becomes trivial when k
has positive characteristic so that we obtain the main theorem noted above (Thm. 3.5).

2 Although the precise definition of (Rec) is not given in [12], but we do not mention about the local
symbol more on this. About this topic, see [6] and [1].
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Notation In this note, a variety over a field k we mean an integral and separated scheme
of finite type over Specpkq. For a field k, we use
• charpkq: the characteristic of k.
For varieties X and Y over a field k, we denote by
• dimpXq: the dimension of X,
• Xk1 :“ X bk k1 :“ X ˆSpecpkq Specpk1q: the base change of X for an extension field k1{k,
and

• X ˆ Y :“ X ˆSpecpkq Y .

Acknowledgments This work was supported by KAKENHI 17K05174.

2 (Additive) higher Chow groups of schemes In this section, we recall the definitions
of (additive) higher Chow groups following [2],[10], and [3]. Throughout this section, we
use the following notation:
• k : a field as a base field,
• lq :“ pP1  t 1 uqq and we use the coordinates py1, . . . , yqq on lq, and
• X : a scheme of finite type over k.

Higher Chow groups The subscheme of lq defined by equations yi1 “ ε1, . . . , yis
“ εs for

εj P t 0,8u is called a face of lq. For ε P t 0,8u and i “ 1, . . . , q´1, let ιq,i,ε : lq´1 Ñ lq

be the inclusion defined by py1, . . . , yq´1q ÞÑ py1, . . . , yi´1, ε, yi, . . . , yq´1q.

Definition 2.1. Let p P Z and q P Zě0.
(i) We denote by zppX, qq the free abelian group on integral closed subschemes Z of Xˆlq

of dimension p` q that intersect all faces of lq properly.
(ii) For each 1 ď i ď q and ε P t 0,8u, let Bε

i :“ IdX ˆι˚
q,i,ε, where IdX : X Ñ X is

the identity morphism. The abelian groups zppX, ‚q “ t zppX, qq u
qě0 form a complex with

boundary map
q

ÿ

i“1
p´1qipB8

i ´B0
i q : zppX, qq Ñ zppX, q ´ 1q.

The higher Chow complex zppX, ‚q is zppX, ‚q modulo the complex consists of the de-
generate cycles, that is, the cycles on X ˆ lq pulled back from cycles on X ˆ lq´1 by a
projection X ˆ lq Ñ X ˆ lq´1 of the form px, y1, . . . , yqq ÞÑ px, y1, . . . , yj´1, yj`1, . . . , yqq
for some index j. The homology group

CHppX, qq :“ HqpzppX, ‚qq

is called the higher Chow group of X.

If the scheme X is equidimensional of d “ dimpXq over k, we write

zppX, qq :“ zd´ppX, qq, and CHppX, qq :“ HqpzppX, ‚qq “ CHd´ppX, qq.

The higher Chow groups have functorial properties induced from the proper push-forward,
and the flat pull-back of cycles. In particular, for a finite field extension k1{k, the projection
j “ jk1{k : Xk1 “ X bk k1 Ñ X induces

(2) Nk1{k :“ j˚ : CHppXk1 , qq Ñ CHppX, qq.
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These functorial properties enable us to give the structure of CHppX, qq a Mackey functor
as follows:

(3) CHppX, qq : k1 ÞÑ CHppXk1 , qq,

where Xk1 “ X bk k1, for a finite field extension k1 of k. For two schemes X,Y of finite
type over k, one can construct

b : zppX, ‚q bZ zrpY, ‚q Ñ zp`rpX ˆ Y, ‚q.
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Theorem 2.2 ([11], [15]). There is a canonical isomorphism

φ : CHqpk, qq »ÝÑ KM
q pkq,
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q pkpP qq Ñ KM

q pkq is the norm map of the Milnor K-groups and
t y1pP q, . . . , yqpP q u is the element in KM

q pkpP qq represented by y1pP q b ¨ ¨ ¨ b yqpP q P
kpP qˆ bZ ¨ ¨ ¨ bZ kpP qˆ.
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Additive higher Chow groups The additive higher Chow groups are defined similarly
to the higher Chow groups using Bq below instead of cubes lq. Let
• Bq :“ A1 ˆ lq´1, and
• Bq :“ A1 ˆ pP1qq´1 Ą Bq. We use the coordinates pt, y1, . . . , yq´1q on Bq.
The subscheme of Bq defined by equations yi1 “ ε1, . . . , yis

“ εs for εj P t 0,8u is called
a face of Bq. For ε P t 0,8u and i “ 1, . . . , q ´ 1, let ιq,i,ε : Bq´1 Ñ Bq be the inclusion
defined by pt, y1, . . . , yq´2q ÞÑ pt, y1, . . . , yi´1, ε, yi, . . . , yq´2q. On Bq, let F 1

q,i be the Cartier
divisor defined by yi “ 1 and Fq,0 the Cartier divisor defined by t “ 0.

Definition 2.3. Let p P Z, and q,m P Zą0.
(i) Define TzppX, 1;mq to be the free abelian group on integral closed subschemes Z of
X ˆA1 of dimension p satisfying Z X pX ˆ t 0 uq “ H and the modulus condition defined
below. For the integer q ą 1, TzppX, q;mq is the free abelian group on integral closed
subschemes Z of X ˆBq of dimension p` q ´ 1 satisfying the following two conditions:
(Good position) For each face F of Bq, Z intersects X ˆ F properly.

(Modulus condition) Let π : ZN Ñ Z Ă X ˆ Bq be the normalization of the closure Z
of Z in X ˆBq. Then

pm` 1qπ˚pX ˆ Fq,0q ď π˚pX ˆ F 1
q q

as Weil divisors, where F 1
q :“

řq´1
i“1 Fq,i.

(Here, we adapt the modulus condition Msum in Def. 2.1 in [9]. For the other similar
conditions on modulus and their relations, see [9], Sect. 2).
(ii) For each 1 ď i ď q ´ 1 and ε P t 0,8u, let Bε

i :“ IdX ˆι˚
q,i,ε. The boundary map of

TzppX, ‚;mq is given by

q´1
ÿ

i“1
p´1qipB8

i ´B0
i q : TzppX, q;mq Ñ TzppX, q ´ 1;mq.

The additive cycle complex TzppX, ‚;mq is the nondegenerate complex associated to
TzppX, ‚;mq. Its homology group

TCHppX, q;mq :“ HqpTzppX, ‚;mqq

is called the additive higher Chow group of X with modulus m.

If the scheme X is equidimensional of d “ dimpXq over k, we write

TzppX, q;mq :“ Tzd`1´ppX, q;mq, and TCHppX, q;mq :“ HqpTzppX, ‚;mqq.

The additive higher Chow groups have also functorial properties as projective push-forward,
and the flat pull-back. For a finite field extension k1{k with the projection j “ jk1{k : Xk1 :“
X bk k1 Ñ X, we have

(7) Trk1{k :“ j˚ : TCHppXk1 , q;mq Ñ TCHppX, q;mq.

The assignment

(8) T CHppX, q;mq : k1 ÞÑ TCHppX bk k1, q;mq

gives a structure of Mackey functors.
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For two equidimensional schemes X,Y of finite type over k, one can construct the
product

b : zppX, ‚q bZ TzrpY, ‚;mq Ñ Tzp`rpX ˆ Y, ‚;mq.

On integral cycles it is defined by Z b W :“ τ˚pZ ˆ W q where τ : X ˆ lp ˆ Y ˆ Br Ñ
XˆY ˆBp`r is the exchange of factors (cf. [8], Sect. 4.1). On homology groups, b induces
the external product

b : CHppX, qq bZ TCHrpY, s;mq Ñ TCHp`rpX ˆ Y, q ` s;mq.

If we assume that X is a smooth and projective variety over k, we obtain the intersection
product

(9) X : CHppX, qq bZ TCHrpX, s;mq Ñ TCHp`rpX, q ` s;mq.

Essentially, this product is defined by the pullback of b along the diagonal map ∆ : X Ñ
XˆX (see [8], Thm. 4.10 for the precise construction). The intersection product is natural
with flat pull-back, and satisfying the projection formula:

(10) f˚pf˚pxq X yq “ xX f˚pyq

for a morphism f : X Ñ Y of smooth projective varieties over k. If f is flat, we also have

(11) f˚pxX f˚pyqq “ f˚pxq X y.

Putting TCHppk, q;mq :“ TCHppSpecpkq, q;mq we also have the following theorem:

Theorem 2.4 ([13], Thm. 3.20). For a field k with characteristic ‰ 2, there is a canonical
isomorphism

φ : TCHqpk, q;mq »ÝÑWmΩq´1
k ,

where the latter group is the generalized de Rham-Witt group.

In particular, in the case of q “ 1, we have

(12) TCH1pk, 1;mq »Wmpkq, and hence T CH1pk, 1;mq »Wm,

where Wm is the Witt group scheme. Recall the construction of the map φ in Thm. 2.4.
The additive higher Chow group TCHqpk, q;mq is generated by classes rP s represented by
a closed point P : Spec kpP q Ñ Bq. It is determined by the maps tpP q : Spec kpP q Ñ Bq

tÑ
A1 and yipP q : Spec kpP q Ñ lq yiÑ l. They give tpP q P kpP q, yipP q P kpP qˆ. The map φ
is defined by

φprP sq :“ TrkpP q{k

`

rtpP q´1s dlogry1pP qs ¨ ¨ ¨dlogryq´1pP qs
˘

,

where r´s is the Teichmüller lift. Note that the modulus condition assures tpP q ‰ 0.

3 Mackey product and additive higher Chow groups In this section, we assume
• k : a perfect field.
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Mackey product We recall the definition of the Mackey functor.

Definition 3.1 (cf. [12], Sect. 3). AMackey functor A (over k) is a contravariant functor
from the category of étale schemes over k to the category of abelian groups equipped with
a covariant structure for finite morphisms such that A pX1 \X2q “ A pX1q‘A pX2q and if

X 1

f 1



g1

 X

f



Y 1
g

 Y

is a Cartesian diagram, then the induced diagram

A pX 1q
g1

˚
 A pXq

A pY 1q

f 1˚



g˚
 A pY q

f˚



commutes.

For a Mackey functor A , we denote by A pk1q its value A pSpecpk1qq for a field extension
k1 of k.

Definition 3.2 (cf. [7]). For Mackey functors A1, . . . ,Aq, their Mackey product A1
M
b

¨ ¨ ¨
M
bAq is defined as follows: For any finite field extension k1{k,

(13)
ˆ

A1
M
b¨ ¨ ¨

M
bAq

˙

pk1q :“
˜

à

k2{k1: finite
A1pk2q bZ ¨ ¨ ¨ bZ Aqpk2q

¸

{R,

where R is the subgroup generated by elements of the following form:
(PF) For finite field extensions k1 Ă k1

1 Ă k1
2, and if xi0 P Ai0pk1

2q and xi P Aipk1
1q for all

i ‰ i0, then

j˚px1q b ¨ ¨ ¨ b xi0 b ¨ ¨ ¨ b j˚pxqq ´ x1 b ¨ ¨ ¨ b j˚pxi0q b ¨ ¨ ¨ b xq,

where j “ jk1
2{k1

1
: Specpk1

2q Ñ Specpk1
1q is the canonical map.

For the Mackey product A1
M
b ¨ ¨ ¨

M
b Aq, we write tx1, . . . , xq uk1{k for the image of

x1 b ¨ ¨ ¨ b xq P A1pk1q b ¨ ¨ ¨ b Aqpk1q in the product
ˆ

A1
M
b¨ ¨ ¨

M
bAq

˙

pkq. For any field

extension k1{k, the canonical map j “ jk1{k : Specpk1q Ñ Specpkq induces the pull-back

Resk1{k :“ j˚ :
ˆ

A1
M
b¨ ¨ ¨

M
bAq

˙

pkq ÝÑ
ˆ

A1
M
b¨ ¨ ¨

M
bAq

˙

pk1q.

If the extension k1{k is finite, then the push-forward

(14) Nk1{k :“ j˚ :
ˆ

A1
M
b¨ ¨ ¨

M
bAq

˙

pk1q ÝÑ
ˆ

A1
M
b¨ ¨ ¨

M
bAq

˙

pkq

is given by Nk1{kptx1, . . . , xq uk2{k1q “ tx1, . . . , xq uk2{k.
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Main theorem In the rest of this section, we use
• X,X 1 : smooth projective varieties over k, and
• d “ dimpXq, d1 “ dimpX 1q.
Theorem 3.3 ([12], Thm. 2.2, (2.4.4)). For a, a1 P Zě0, we have

ψ : Kpk;CHd`apX, aq,CHd1`a1
pX 1, a1qq »ÝÑ CHd`d1`a`a1

pX ˆX 1, a` a1q.

Recall the definition of ψ. We denote by tx, x1 uk1{k the image of xbx1 P CHd`apXk1 , aqbZ
CHd1`a1

pXk1 , aq in Kpk;CHd`apXk1 , aq,CHd1`a1
pXk1 , aqq (cf. (1)). Define

ψptx, x1 uk1{kq :“ Nk1{kpp˚pxq X pp1q˚px1qq,

where X is the intersection product (5), Nk1{k “ j˚ is the push-forward along Xk1 Ñ X
(cf. (2)), and p : pX ˆX 1qk1 Ñ Xk1 and p1 : pX ˆX 1qk1 Ñ pX 1qk1 are the projections.

As we explained in Introduction, for a,m P Zą0, a
1 P Zě0, we consider the Mackey

product (cf. Def. 3.2)
ˆ

T CHd`apX, a;mq
M
bCHd1`a1

pX 1, a1;mq
˙

pkq.

Define a homomorphism

ψ :
ˆ

T CHd`apX, a;mq
M
bCHd1`a1

pX 1, a1;mq
˙

pkq Ñ TCHd`d1`a`a1
pX ˆX 1, a` a1;mq

by the intersection product (9) (cf. [12], Proof of Thm. 2.2) as

ψptx, x1 uk1{kq :“ Trk1{kppp1q˚px1q X p˚pxqq,

for any finite extension field k1{k, where Trk1{k “ j˚ is the push-forward along j : Specpk1q Ñ
Specpkq and p : pX ˆX 1qk1 Ñ Xk1 and p1 : pX ˆX 1qk1 Ñ pX 1qk1 are the projections. From
the projection formula of the intersection product ((10) and (11)), the map ψ is well-defined.
Theorem 3.4. For a,m P Zą0, a

1 P Zě0, the map

ψ :
ˆ

T CHd`apX, a;mq
M
bCHd1`a1

pX 1, a1q
˙

pkq Ñ TCHd`d1`a`a1
pX ˆX 1, a` a1;mq

is surjective.
Proof. Put
˝ X :“ X ˆX 1,
˝ α “ a` a1, and
˝ δ “ d` d1.
By the very definition (Def. 2.3), the group TCHδ`αpX , α;mq consists of 0-cycles on X ˆ
Bα. Take a closed point P : SpecpkpP qq Ñ X ˆBα as a generator and it is enough to show
the cycle rP s associated to P is in the image of ψ. By the definition of ψ, the trace map on
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ˆ

T CHd`apXkpP q, a;mq
M
bCHd1`a1

pX 1
kpP q, a

1q
˙

pkpP qq
ψ


NkpP q{k


TCHδ`αpXkpP q, α;mq

TrkpP q{k

ˆ

T CHd`apX, a;mq
M
bCHd1`a1

pX 1, a1q
˙

pkq
ψ

 TCHδ`αpX , α;mq.
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CHapX, bq ÐÑ TCHapX, b;mq.

Here, CHapX, bq is the higher Chow group of an appropriate scheme X over a field k and
TCHapX, b;mq is the additive higher Chow group of X (see Sect. 2 for the definitions). An
objective of this note is to show the following theorem:
Theorem 1.1 (Thm. 3.5). Let X be a projective smooth variety over a perfect field k with
positive characteristic. Then, for q ě 2,

TCHd`qpX, q;mq “ 0,

where d “ dimpXq is the dimension of X.
This is an additive version of Akhtar’s theorem ([1], Cor. 7.1) on the higher Chow group:
For q ě 2,

CHd`qpX, qq “ 0,
when X is a smooth quasi-projective variety of d “ dimpXq over a finite field.

Our motivation is to define an additive variant of Somekawa type K-groups. Recall that
a Mackey functor over a field k is a contravariant functor from the category of étale schemes
over k to that of abelian groups equipped with a covariant structure for finite morphisms
satisfying some conditions (for the precise definition, see Def. 3.1). The higher Chow group
CHapX, bq defines a Mackey functor

CHapX, bq : k1{k ÞÑ CHapXk1 , bq,

where k1 is a finite field extension of k and Xk1 “ X bk k1. For some schemes X,X 1 over k
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introduced by Raskind and Spiess ([12], Def. 2.1.1, see also Rem. 2.4.2) is defined by the
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˜
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k1{k: finite
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where “(PF) & (Rec)” stands for the subgroup generated by elements of the following
form: Put M :“ CHd`apX, aq and M 1 :“ CHd1`a1

pX 1, a1q.
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Thus, to show the assertion that rP s is in the image of ψ we may assume that P is a k-
rational point, that is, kpP q “ k. The point P is determined by the maps PX : Specpkq Ñ
X ˆBa and PX1 : Specpkq Ñ X 1 ˆ la1 satisfying τ˚pPX ˆ PX1q “ P , where τ : pX ˆBaq ˆ
pX 1ˆla1q Ñ X ˆBα is the exchange of factors. This gives cycles rPX s on TCHd`apX, a;mq
and rPX1s on CHd1`a1

pX 1, a1q. Therefore, denoting by p : X Ñ X and p1 : X Ñ X 1 the
projection maps, we have

ψpt rPX s, rPX1s uk{kq “ pp1q˚prPX1sq X p˚prPX sq “ rP s,

where the last equality follows from the very definition of the intersection product. The
assertion follows from this. 

Theorem 3.5. Let X be a projective smooth variety of dimension d over a perfect field k
with charpkq ą 0. Then,

TCHd`qpX, q;mq “ 0, for q ě 2.

Proof. There are isomorphisms CH1pk, 1q » Gm (from (6)) and T CH1pk, 1;mq » Wm

(from (12)) as Mackey functors. By Theorem 3.3 and Theorem 3.4, we have surjective
homomorphisms

´

Wm

M
b

q´1
hkkkkkkkikkkkkkkj

Gm
M
b¨ ¨ ¨

M
bGm

M
bCHdpXq

¯

pkq
ˆ

T CH1pk, 1;mq
M
bCHd`q´1pX, q ´ 1q

˙

pkq

ψ
 TCHd`qpX, q;mq

for q ě 2. The far left vanishes from the lemma below and the assertion follows. 

Lemma 3.6 ([5], Lem. 2.2). Let G be a unipotent smooth and commutative algebraic group
over a field F and A a semi-abelian variety over F . If F is a perfect field of charpF q ą 0,
we have G

M
bA “ 0.
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Sup. (4) 36 (2003), no. 3, 463–477. 3
[4] T. Hiranouchi, Somekawa’s K-groups and additive higher Chow groups, arXiv:1208.6455v2. 1,

2
[5] , An additive variant of Somekawa’s K-groups and Kähler differentials, J. K-Theory

13 (2014), no. 3, 481–516. 1, 9
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Abstract. A possibilistic regression model is an interval-type model. An interval-
type model intuitively helps us to understand the possibilities of the target system.
The data distribution defines the possibility interval of the system, which may hinder
our understanding of the analysis results. Improved models have reported using out-
lier problem approaches. We propose models to deal with the vagueness included in a
possibility grade derived from a possibilistic regression model and samples. Unfortu-
nately, the results obtained by the proposed models were not as expected. Then, the
improved model was proposed to handle the vagueness included in possibility grades.
The numerical example confirmed that the proposed model could eliminate the influ-
ence of unusual samples and describe the possibilities of a focal system. The paper
reports the improved model and the results by using a numerical example.

1 Introduction The interval-type possibilistic regression model proposed by Tanaka
and Watada [16], as used in this paper, includes all samples. An interval output illus-
trates the possibility distribution of a focal system. This interval type is rewritten in
linear programming (LP), and can be obtained easily. Furthermore, there are various
models [1, 4, 7, 12] using possibilistic regression in addition to the least-squares model
proposed by Diamond [2, 3]. Fuzzy least squares based on a fuzzy random variable
[9, 10] provides a lot of information. However, we use an interval type from the view-
point of soft computing, because an interval model helps us to understand the analysis
object intuitively.

An interval type illustrates the possibilities of an analyzed system by including all
samples. The shape of a model is defined by that of the data distribution. For this
reason, an interval type is susceptible to the shape of the data distribution. Therefore,
processing of outliers for an interval type [14, 15], in which a model coincides with
a focal system [5, 8, 11, 18, 19, 20, 21, 22, 23], a linguistic regression model [17],
and so forth, are reported. We have proposed a model to deal with the vagueness
included in a possibility grade derived from a possibilistic regression model and samples
[24, 25]. The objectives of the proposed model are to remove the influence of unusual
samples and describe the possibilities of a focal system so that it can be understood
subjectively. Unfortunately, the results obtained by the proposed method were not as
expected. That model is sometimes unable to remove the influence of unusual samples
and distortion of the model. Therefore, a model dealing with the vagueness included
in the possibility grade has been built [24, 25]. The proposed model made it possible
to eliminate the influence of unusual samples and describe the possibilities of a focal
system [26].

This paper is organized as follows. Section 2 briefly explains the interval type of the
possibility regression model dealt with in this paper. Section 3 explains the proposed
model to process vagueness included in possibility grades. In Section 4, we confirm
the usefulness of the proposed model using a simple numerical example. Section 5
concludes this paper.

Key words and phrases. Fuzzy Regression Model, Fuzzy Number, Possibility Grade, Vagueness, Error.
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2 Possibilistic Regression Model Consider a possibilistic regression equation us-
ing triangular fuzzy regression coefficients:

(1) Yi = (a0, c0) + (a1, c1)xi1 + · · ·+ (ap, cp)xip = (axi, c|xi|).

The independent and dependent variables are xi = (1, xi1, . . . , xip) and yi in sam-
ples (xi, yi)(i = 1, 2, . . . , n). The center and width of the coefficient shown in equation
(1) are a = (a1, a2, . . . , ap) and c = (c1, c2, . . . , cp), respectively. An output of equa-
tion (1) contains this dependent variable. In addition, the vagueness of this model,
that is the widths, should be small. Therefore, a possibilistic regression model can be
rewritten in the following LP:

(2)
min. F

s.t. axi − c|xi| ≤ yi ≤ axi + c|xi|, i = 1, 2, . . . , n.

In equation (2), F employs various functions such as widths of coefficients, F =
∑p

j cj ,
and widths of forecasted values, F =

∑n
i c|xi|.

The regression coefficients are a symmetrical triangular fuzzy number, and the
model describes the possibility distribution of the target system. The predicted value
Y=(Y

C
i , Y W

i ) in the independent variable xi is the interval value with the center Y
C
i =

axi and the width Y W = c|xi|. The possibility grade µ(yi,xi) is written as follows:

(3) µ(yi,xi) = max

(
0, 1− |yi − Y C

i |
Y W
i

)
.

As shown by equation (3), the range of possibility grades is [0, 1]. When the regres-
sion coefficients are symmetric triangular fuzzy regression coefficients, their outputs
are also symmetric triangles. The possibility grade is the maximum value 1 at the
center of the distribution, and becomes the minimum value 0 when leaving the center.
The conventional possibility regression model does not consider the possibility grade
because it is a model with the least vagueness. On the other hand, the models we
propose maximize the possibility grade. The model proposed in this paper deals with
vagueness included in the possibility grade. For this reason, the proposed model can
eliminate the influence of unusual samples and illustrate the possibility of the focal
system. The next section describes the proposed model.

3 Possibilistic Regression Model with Vagueness in Possibility Grades Ob-
served variables include various errors. Errors included in sample attribute values are
discussed in statistics and probability, and many research results have been reported.
For a possibility grade [6], research results dealing with grade fluctuations are reported
using Type-2 fuzzy sets. However, the method using Type-2 fuzzy sets is more compli-
cated than handling using Type-1 fuzzy sets. Therefore, we do not use Type-2 fuzzy
sets in this work, and consider a method to easily handle the vagueness included in
possibility grades.

Here, because attribute values contain an error, it is natural to think that possibil-
ity grades obtained from attribute values also contain an error. Therefore, although
possibility grades can be obtained depending on a relationship between membership
functions and samples, we assume that a grade has flexibility [24, 25].

In this paper, the proposed regression model handles samples with vagueness in
the possibility grade to illustrate the possibility of the focal system. For that purpose,
this section explains handling with samples and LP problems to obtain the proposed
model.
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Figure 1: Vagueness included in a possibility grade

3.1 Dealing with Vagueness Including Possibility Grades The possibility
grade of attribute value yi is assumed as µi. That is, let us consider that possibil-
ity grades, µi, contain an error, ei. At this time, as shown in Fig. 1, let the true
possibility grade be µ∗

i . Then, the attribute value corresponding to the true possibility
grade µ∗

i will be the value corresponding to y∗
i in Fig. 1. Let Y

C be the center of the
membership function and Y W be the width, then we can obtain the following:

(4) y∗
i = yi + eiY

W .

Then we replace y∗
i and yi to find a possibility regression model.

A possibilistic regression model as shown by equation (2) explains the proposed
method. A possibility grade µi of the ith sample contains an error ei, and the following
relationship holds with the true possibility grade µ∗

i that contains none of error:

(5) µi = µ∗
i + ei.

Here, because a possibility grade takes values of [0, 1], ei also takes values of [−1, 1].

3.2 Formulation of Model Handling Vagueness Included in Possibility
Grades From the above, the inclusion relation between yi and a model output Yi =
(axi, c|xi|) are as follows:

(6) axi − c|xi| ≤ yi + eic|xi| ≤ axi + c|xi|, i = 1, 2, . . . , n.

As a result, equation (2) can be rewritten as follows:

(7)

min. F

s.t. axi − c|xi| ≤ yi + eic|xi| ≤ axi + c|xi|,
|ei| ≤ ε, i = 1, 2, . . . , n.

Here, ε is a parameter that specifies the range of vagueness included in the possibility
grade. As possibility grades are real numbers, ε is also a real number. Furthermore,
the objective function F uses an appropriate function according to the data, similar
to the conventional possibilistic regression model.

Using only this, the influence of unusual samples can be removed. We confirm this
concretely using a numerical example.

CONSTRUCTIONOF A POSSIBILISTIC REGRESSIONMODEL
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Figure 2: Obtained models in the numerical example

4 Numerical Example In this section, the same numerical example as in [25] is
used. The numerical example adds errors with probability to the two variables, x and
y, in the relationship of y = x. In addition, samples contain one unusual sample, and
the model parameter constraint is set to |ei| ≤ ε = 1. In the numerical example, the
following possibilistic regression equation will be found:

(8) Y = (a0, c0) + (a1, c1)x.

We obtain model 1 with F =
∑p

j cj as the objective function of the interval-type
possibilistic regression model shown by equation (2), and model 2 with the objective
function F =

∑n
i c|xi|. In addition to models 3 and 4, which add the vagueness of

grades to models 1 and 2, we also obtain model 5 that considers the vagueness of
possibility grades to the model proposed by Yabuuchi [24].

The outputs of models 1 to 5 are denoted as Y1 to Y5, respectively. The five models
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included in a possibility grade derived from a possibilistic regression model and samples
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samples and describe the possibilities of a focal system so that it can be understood
subjectively. Unfortunately, the results obtained by the proposed method were not as
expected. That model is sometimes unable to remove the influence of unusual samples
and distortion of the model. Therefore, a model dealing with the vagueness included
in the possibility grade has been built [24, 25]. The proposed model made it possible
to eliminate the influence of unusual samples and describe the possibilities of a focal
system [26].

This paper is organized as follows. Section 2 briefly explains the interval type of the
possibility regression model dealt with in this paper. Section 3 explains the proposed
model to process vagueness included in possibility grades. In Section 4, we confirm
the usefulness of the proposed model using a simple numerical example. Section 5
concludes this paper.

Key words and phrases. Fuzzy Regression Model, Fuzzy Number, Possibility Grade, Vagueness, Error.

CONSTRUCTION OF A POSSIBILISTIC REGRESSION MODEL BASED
ON POSSIBILITY GRADES WITH VAGUENESS AND RELATIONSHIP

WITH PARAMETERS

260



Table 1: Features of obtained models in the numerical examples
Model 1 Model 2 Model 3 Model 4 Model 5

Sum of widths of regression
coefficients

0.685 6.733 0.435 1.513 0.857

Sum of widths of forecasted
values

344.521 432.172 437.480 348.199 254.751

Sum of possibility grades de-
rived from the model and
samples

21.473 15.927 16.420 17.003 14.018

Sum of possibility grades for
widths of forecasted values

2.542 2.287 3.077 3.569 4.244

Outside samples of intervals 3 3 7

are as follows:

Y1 = (4.232, 0) + (0.908, 0.685)x,(9)

Y2 = (8.627, 6.717) + (0.634, 0.016)x,(10)

Y3 = (4.495, 0) + (0.701, 0.435)x,(11)

Y4 = (4.039, 1.244) + (0.859, 0.270)x,(12)

Y5 = (2.944, 0.643) + (0.973, 0.214)x.(13)

The least squares is as follows:

(14) YS = 4.316 + 0.827x.

In Fig. 2, the original sample is rounded, and the values converted by equation (4) are
indicated by a rhombus. Fig. 2 shows that the models handling vagueness included
in possibility grades are not distorted. However, the value of the constant term seems
to be large owing to the influence of a specific sample. For this reason, the center
of model 3 has a small inclination. The center of model 3 is similar to model 1, the
constant term is slightly larger, and the inclination seems to be smaller. On the other
hand, in model 5, the centers of the model and the data distribution almost coincide,
the width of the forecasted value becomes small, and the possibility of the system can
be understood intuitively.

The information obtained from these models is listed in Table 1. The possibility
grade is large when the sample is close to the center, so the model with the small width
of the interval has the small sum of possibility grade. For this reason, the sum of the
possibility grades of model (9) has the maximum value, and that of model (13) has the
minimum value. However, in Table 1, the sum of the possibility grade for the width of
the forecasted value is opposite to the sum of the possibility grades. This is, the sum
of the possibility grade for the width of the forecasted value of the model (9) has the
second smallest value, and that of the model (13) is the maximum value.

From the above, we can summarize the features of the proposed model that consider
the vagueness included in the possibility grade. First, it was subjectively perceptible
that the model describes the data distribution. Second, the influence of the outlier
was eliminated, and a mode without distortion in shape was obtained.

In addition, its effect was improved by using the model in conjunction with the
model proposed by Yabuuchi [24] that maximizes the sum of the possibility grade for
the width of the forecasted value.

In the above, the parameter ε of models 3–5 has been set to 1 because the range of
possibility grades is [0, 1]. On the other hand, because models 1 and 2 are conventional
models, this parameter was not used. Here, the models are obtained by using 0.5, 1.0,
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Table 2: The coefficients of the three models using ε = {0.5, 1.0, 1.5, 2.0}
ε = 0.5 ε = 1.0 ε = 1.5 ε = 2.0

Model 3
A0 (4.232, 0 ) (4.495, 0 ) (4.232, 0 ) (4.363, 0 )
A1 (0.908, 0.457) (0.701, 0.435) (0.908, 0.274) (0.891, 0.230)

Model 4
A0 (3.697, 1.137) (4.039, 1.244) (3.990, 2.169) (4.132, 1.495)
A1 (0.956, 0.359) (0.859, 0.270) (0.808, 0.138) (0.786, 0.191)

Model 5
A0 (2.866, 0.709) (2.944, 0.643) (2.944, 0.643) (2.944, 0.643)
A1 (1.056, 0.475) (0.973, 0.214) (0.973, 0.214) (0.973, 0.214)

Table 3: Features of the three models using ε = {0.5, 1.0, 1.5, 2.0}
ε = 0.5 ε = 1.0 ε = 1.5 ε = 2.0

Model 3
Index 1 459.361 437.480 275.617 231.563
Index 2 18.403 16.420 13.721 12.253
Index 3 3.151 3.077 3.731 3.912

Model 4
Index 1 431.065 348.199 273.368 284.759
Index 2 18.044 17.003 13.359 13.483
Index 3 3.175 3.569 3.326 3.393

Model 5
Index 1 521.995 254.751 254.751 254.751
Index 2 18.663 14.018 14.018 14.018
Index 3 2.928 4.244 4.244 4.244

Index 1: Sum of widths of forecasted values

Index 2: Sum of possibility grades derived from the model and samples

Index 3: Sum of possibility grades to widths of forecasted values

1.5, and 2.0 as the parameter ε, and the characteristics are confirmed. Table 2 lists the
coefficients obtained by the models. Even if the parameter is changed, the center of the
models does not change significantly. In addition, the width of the model decreased
by increasing the value of the parameter. Furthermore, in model 5, the same model
was obtained when ε ≥ 1.0.

Table 3 lists the features of the model obtained by changing the parameter ε. When
ε was changed from 1.5 to 2.0, the possibility grade of models 3 and 4 did not change
significantly. In particular, when ε was increased, the width of the predicted value and
the value of the possibility grade became smaller. However, index 3, which divided the
possibility grade by the width of the predicted value, increased. In general, if the width
of the predicted value is small, the sum of the possibility grade is also small. Then, the
relationship between indices 1 and 2 can understand. Index 3 has a large value when
the samples are near the center of the possibility interval. Therefore, increasing the
value of the parameter ε gathers samples near the center of the possibility interval.

As described above, the width of the solution search space is increased by increasing
the value of the parameter, and an unexpected solution is obtained from LP. Although
the upper limit of the number of samples processed with fuzziness possibility grade
was limited, index 1 of model 4 is larger for ε = 2.0 than for εe = 1.5. In addition,
model 5 uses possibility grades for the objective function. For this reason, model 5
might not be influenced by the parameter ε more than necessary.

To confirm these results, the models are shown in Figs. 3–5. In Figs. 3–5, the
boundaries of the model when ε is changed to 0.5, 1.0, 1.5, and 2.0 are shown by a
dashed-dotted line, dashed-two dotted line, dashed line, and dotted line, respectively.
The features listed in Tables 2 and 3 are confirmed by the results in Figs. 3–5.

The statistical model emphasizes samples away from the center of gravity of the
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subjectively. Unfortunately, the results obtained by the proposed method were not as
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in the possibility grade has been built [24, 25]. The proposed model made it possible
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system [26].
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data distribution. On the other hand, samples away from the center of the interval
model distort the model. We also found that the parameter of the proposed model
adjusts the influence of samples away from the center of this model.

5 Conclusion In this paper, we have proposed a possibility regression model con-
sidering the vagueness included in possibility grades. Then, the usefulness of the
proposed model was confirmed by using the numerical example with outliers. The
proposed technique improved the forecast accuracy of models and eliminated the in-
fluence of unusual samples. In addition, by adjusting the parameter ε, it is possible to
adjust the influence of samples away from the center of the model.

Furthermore, it has been improved by using it in conjunction with the model pro-
posed by Yabuuchi to maximize the sum of the possibility grade for the width of the
forecasted value. Finally, the proposed model only arranges the constraints as shown
in equation (6), and sufficient results have been obtained.
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Abstract. A possibilistic regression model is an interval-type model. An interval-
type model intuitively helps us to understand the possibilities of the target system.
The data distribution defines the possibility interval of the system, which may hinder
our understanding of the analysis results. Improved models have reported using out-
lier problem approaches. We propose models to deal with the vagueness included in a
possibility grade derived from a possibilistic regression model and samples. Unfortu-
nately, the results obtained by the proposed models were not as expected. Then, the
improved model was proposed to handle the vagueness included in possibility grades.
The numerical example confirmed that the proposed model could eliminate the influ-
ence of unusual samples and describe the possibilities of a focal system. The paper
reports the improved model and the results by using a numerical example.

1 Introduction The interval-type possibilistic regression model proposed by Tanaka
and Watada [16], as used in this paper, includes all samples. An interval output illus-
trates the possibility distribution of a focal system. This interval type is rewritten in
linear programming (LP), and can be obtained easily. Furthermore, there are various
models [1, 4, 7, 12] using possibilistic regression in addition to the least-squares model
proposed by Diamond [2, 3]. Fuzzy least squares based on a fuzzy random variable
[9, 10] provides a lot of information. However, we use an interval type from the view-
point of soft computing, because an interval model helps us to understand the analysis
object intuitively.

An interval type illustrates the possibilities of an analyzed system by including all
samples. The shape of a model is defined by that of the data distribution. For this
reason, an interval type is susceptible to the shape of the data distribution. Therefore,
processing of outliers for an interval type [14, 15], in which a model coincides with
a focal system [5, 8, 11, 18, 19, 20, 21, 22, 23], a linguistic regression model [17],
and so forth, are reported. We have proposed a model to deal with the vagueness
included in a possibility grade derived from a possibilistic regression model and samples
[24, 25]. The objectives of the proposed model are to remove the influence of unusual
samples and describe the possibilities of a focal system so that it can be understood
subjectively. Unfortunately, the results obtained by the proposed method were not as
expected. That model is sometimes unable to remove the influence of unusual samples
and distortion of the model. Therefore, a model dealing with the vagueness included
in the possibility grade has been built [24, 25]. The proposed model made it possible
to eliminate the influence of unusual samples and describe the possibilities of a focal
system [26].

This paper is organized as follows. Section 2 briefly explains the interval type of the
possibility regression model dealt with in this paper. Section 3 explains the proposed
model to process vagueness included in possibility grades. In Section 4, we confirm
the usefulness of the proposed model using a simple numerical example. Section 5
concludes this paper.

Key words and phrases. Fuzzy Regression Model, Fuzzy Number, Possibility Grade, Vagueness, Error.
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Abstract. Road safety and traffic efficiency are two important applications of a
Vehicular Ad-hoc Network (VANET). In VANET, safety and emergency messages are
broadcasted to all vehicles in a risk zone before the validity of the message expires.
Emergency and safety-related communications have a very strict real-time requirement
of 100ms latency from an originating host’s application layer to destination host’s
application layer and a Packet Delivery Ratio (PDR) of 90% and above. Due to
one-to-many nature of these emergency messages, public-key encryptions may not be
employed. Furthermore, vehicles on the road have no constant access to the Roadside
infrastructure. Thus, access to a Public-key Infrastructure or a Certificate Authority is
not always guaranteed. Exploiting this weakness, any attacker with malicious intention
can broadcast falsified emergency messages with spoofed identity to disrupt the normal
operation. They may also do in order to launch a terror-like attack. Since the identity
of the originating malicious vehicle cannot be established, it is not possible to take any
legal action against the owner of these vehicles.

In this paper, we propose a smart digital certificate mechanism using a modified
threshold cryptography scheme, that we call it as a pseudo-identity based encryption
to identify the origin of every emergency message. Since the keys are not forgeable,
any such malicious activities are immediately known to the receiving host vehicles
and vehicle registration authorities, thus facilitating legal action. The main advantage
of our proposed scheme is that it can work without constant access to a Public-key
Infrastructure or a Certificate Authority. Our scheme satisfies the identical security
requirements as that of the underlying public-key cryptography and incurs the same
memory and run-time complexity.

The proposed scheme can also be implemented in a Mobile Ad hoc environment
or a distributed environment, where source authentication is an important factor, and
there is no constant access to the backbone of the network.

1 Introduction In this paper, we demonstrate a class of attack on the emergency and
safety message transmission in a Vehicular Ad hoc network (VANET), by exploiting the
integrity and the authentication of the message transmission. Due to real-time requirements,
the current state-of-art in a vehicular network does not offer any solution to this problem.
In this paper, we introduce a mathematical framework that we call as a Pseudo-identity
based encryption that can potentially offer an efficient solution to the demonstrated attack
without incurring many overheads.

An ad hoc network is a new paradigm of wireless communication for mobile nodes. It
has two special characteristics, which make it different from the conventional wired network.
First, there is no fixed infrastructure like a wired or a cellular phone network. There are
no base stations, switching centers or routers to route packets to destinations. Secondly,
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in an ad hoc network, the network topology is not fixed due to the mobility of nodes.
In ad hoc networks, nodes that are in the same radio range of each other communicates
directly in a peer-to-peer fashion. However, nodes that are not in the same radio range
may still communicate through the help of intermediate nodes. In this case, intermediate
nodes act as routers to establish a multihop communication. Thus in a mobile ad hoc
network (MANET), a node may act as a router as well as an end-node. Depending on the
application environment a mobile node may have more than one role to play apart from
acting as a router and an end node. Even though these networks were originally developed
for military tactical applications, due to the reduction in the cost of wireless transceivers,
hardware and the increase in the popularity of ubiquitous applications, ad hoc networks are
deployed everywhere from a small home, video games to a battle field.

Vehicular Ad hoc Network (VANET) is a special type of a Mobile Ad Hoc Network
(MANET), where the mobile hosts are the vehicles on the road. They communicate with
each other wirelessly to establish a network. Although, passenger (and driver) safety tech-
nologies such as airbags, seat belts and anti-skid brakes are available, the deaths due to road
accidents have not come down. At this moment, road traffic fatalities are the 8th leading
cause of death globally, and the leading cause of death for young people aged between 15
and 29 [1]. If no action is taken to address the current crisis, global road traffic fatalities are
forecasted to rise to more than 2.4 million deaths per annum by 2030 [7]. In order to reduce
the number of fatalities and serious injuries, expensive sensors, radars, cameras and other
state-of-art technologies are currently integrated into vehicles. These devices communicate
with neighbouring vehicles in an ad hoc fashion when it detects an abnormal situation like
an accident, slippery road conditions or any other noticeable hazard.

Dedicated Short-Range Communication (DSRC) refers to the use of Vehicle-to-Vehicle
(V2V) and Vehicle-to-Infrastructure (V2I) communication that was designed to improve
road safety and transportation efficiency. DSRC supports several applications. Among
them, Cooperative Collision Avoidance (CCA) is the most important one. In DSRC, V2V
communications are established through the use of VANET. VANETs use on-road vehicles
as nodes to create an ad hoc network. DSRC supported applications can be classified into
three major classes. They are: Safety-related applications, Non-safety-related applications
and Infotainment. Speed management and Cooperative navigation are two examples of
non-safety applications. Tourist and Traveller Information Support, Streaming music are
two examples of Infotainment. These two classes of applications require communication
infrastructure such as Roadside Unit (RSU). The motivation for allowing non-safety ap-
plications over DSRC is to create commercial opportunities, thereby, making the DSRC
technology more cost-effective.

Road safety is not the only road issue. Traffic efficiency is another major issue, especially
in metropolitan areas all around the world. The cost of the time spent sitting in traffic has
been estimated at $11.1 billion, annually [6]. This figure does not include the cost of the
fuel burned waiting for traffic to move, the cost to the environment or the flow-on costs
to the nation’s health system. Particularly in Australia, statistics show that the cost of
congestion was $9.4 billion in 2005, and the social costs of congestion are forecasted to
reach $20.4 billion by 2020 [3]. These figures and statistics indicate that the need for a
significant reduction in both traffic congestion and vehicle crashes is a serious challenge
throughout the world.

In VANET, safety messages are broadcasted to all vehicles in a risk zone before the
validity of the message expires. A risk zone is the area in which the content of a specific

Scientiae Mathematicae Japonicae

AN INTELLIGENT MESSAGE AUTHENTICATION SCHEME FOR
EMERGENCY AND SAFETY RELATED MESSAGES IN A VEHICULAR

NETWORK

Prakash Veeraraghavan and Dalal Hanna
Department of Computer Science and Information Technology

La Trobe University, Victoria 3086, Australia

Abstract. Road safety and traffic efficiency are two important applications of a
Vehicular Ad-hoc Network (VANET). In VANET, safety and emergency messages are
broadcasted to all vehicles in a risk zone before the validity of the message expires.
Emergency and safety-related communications have a very strict real-time requirement
of 100ms latency from an originating host’s application layer to destination host’s
application layer and a Packet Delivery Ratio (PDR) of 90% and above. Due to
one-to-many nature of these emergency messages, public-key encryptions may not be
employed. Furthermore, vehicles on the road have no constant access to the Roadside
infrastructure. Thus, access to a Public-key Infrastructure or a Certificate Authority is
not always guaranteed. Exploiting this weakness, any attacker with malicious intention
can broadcast falsified emergency messages with spoofed identity to disrupt the normal
operation. They may also do in order to launch a terror-like attack. Since the identity
of the originating malicious vehicle cannot be established, it is not possible to take any
legal action against the owner of these vehicles.

In this paper, we propose a smart digital certificate mechanism using a modified
threshold cryptography scheme, that we call it as a pseudo-identity based encryption
to identify the origin of every emergency message. Since the keys are not forgeable,
any such malicious activities are immediately known to the receiving host vehicles
and vehicle registration authorities, thus facilitating legal action. The main advantage
of our proposed scheme is that it can work without constant access to a Public-key
Infrastructure or a Certificate Authority. Our scheme satisfies the identical security
requirements as that of the underlying public-key cryptography and incurs the same
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Figure 1: [12]

emergency messages using falsified vehicle identification. Since DSRC use the traditional
802.11 wireless spectrum, the vehicle may also be equipped with one or more mobile wireless
devices capable of sending forged emergency messages. Even though the DSRC standard
dictate the amount of transmission power to be used in broadcasting emergency messages,
T may violate this standard and transmit these forged messages at a much higher power
level to reach a larger region. T may transmit a variety of safety-critical messages such as
accident, road closure, severe congestion-ahead etc. to divert the vehicles behind through an
alternative congested route. Even though T may not gain any financial advantage through
this attack, he may disrupt the legitimate DSRC services to launch a Denial of Service
(DoS) attack. In a worst case scenario, the aides of T may launch a terror like attack on
the congested road.

In the following subsection, we simulate an emergency communication in a vehicular
network and demonstrate how important is the central region surrounding an emergency
zone (like an accident, or the eye of a congestion).

2.1 Communication overhead in a Central region In our simulation, we follow the
DSRC standard that every vehicle’s transmitter has the same transmission range as that
of other vehicles in the network (typically 300m). In the literature, vehicles on the roads
are modeled as an Interval graph [5]. However, we note that this modeling is valid only
for single lane traffic. In typical multilane freeway traffic, vehicles are located in an n×m
rectangle. Since each vehicle has the same transmission distance, without loss of generality,
we assume that all the vehicles have the unit transmission distance. If the distance between
two vehicles is less than one, we join them by an edge. Thus, it is easy to see that the
network topology in this case is a unit-disc graph. For each vehicle T , we define r(T ) as
the number of emergency messages the vehicle T has rebroadcasted. A realistic vehicular
scenario is presented in Figure 1.

We use the Simulation of Urban Mobility (SUMO) traffic simulator to place k number
of vehicles (k range from 5 to 100 in step of 5) in a 1km×8-lane road grid (4 lanes on either
direction). We create a random emergency zone within the first 50m of this grid, as in Figure
1. Any vehicle that approaches this emergency zone will trigger an emergency broadcast
message. We set a Time-to-live (TTL) value of 3 for each triggered message. Thus every
vehicle that receives an emergency message with a TTL value of 2 or 3 will rebroadcast the
emergency message after reducing the TTL value by one. For a given experiment, we find
the maximum, minimum, mean and median number of emergency messages rebroadcasted
by a vehicle. For each k, we generate 50 different topologies. We take the average across
all the 50 different topologies to remove any random simulation artifacts. We present our
findings in Figure 2. As we can see min {r(T )} is almost zero for the all the topology we
generated. This is because that, there are always vehicles in the edge of the emergency zone
that do not rebroadcast any message. On the otherhand, the max {r(T )} grows rapidly
with respect to the number of vehicles in the topology. On a topology with 100 vehicless,
the max {r(T )} is 1500. At all the stages the mean and median are close-by (this property
also proves that our simulation results are unbiased and the traffic generation is symmetric).
We have the mean and median values close to 33% of the maximum {r(T )}.
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of our proposed scheme is that it can work without constant access to a Public-key
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The proposed scheme can also be implemented in a Mobile Ad hoc environment
or a distributed environment, where source authentication is an important factor, and
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1 Introduction In this paper, we demonstrate a class of attack on the emergency and
safety message transmission in a Vehicular Ad hoc network (VANET), by exploiting the
integrity and the authentication of the message transmission. Due to real-time requirements,
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In a (k, n)-threshold cryptographic scheme, the secret key d is divided among n-
shareholders such that

• The knowledge of k or more shares make it possible to compute the global secret key
d.

• The knowledge of k-1 or fewer share make it impossible to compute the global secret
key d.

In threshold cryptographic systems, k is chosen in such a way that any adversary can
break (k-1) or less shareholders. Thus the system may have less than k malicious share-
holders.

Since our proposed algorithm is based on threshold cryptographic scheme, we describe
briefly here for completeness.

The threshold cryptography is based on polynomial interpolation. Given k distinct
points in the two dimensional plane (x1, y1), (x2, y2), . . . (xk, yk), (with distinct x�

is), there
is one and only polynomial P (x) of degree k-1 passing through all the k-points.

Let Ppub, Ppri be the public and the private key for an underlying public key cryp-
tography (like RSA). k-threshold cryptography is used to share the private key Ppri to all
legitimate nodes (called shareholders), through a random polynomial f(x) of degree k-1.

Even though, polynomial interpolations are defined over IR or over any general ring,
threshold crypto systems use polynomial interpolation over Zn. The choice of n will be
decided by the underlying public key crypto system.

Let f(x) = a0+a1x+a2x
2+. . . ak−1x

k−1 be a polynomial of degree k -1 such that f(0) =
Pprimod n and a1, a2, . . . , ak−1 belong to some arbitrary ring Q. For each legitimate node
with node identity vi, its secret share is SKi = (f(vi)mod n). For any coalition of k -nodes
v1, v2, . . . vk, Lagrange interpolation states that f(0) = Ppri=

∑k
j=1 SKj ∗ lVj (0) mod(n),

where lVj (x) = (x−v1)(x−v2)...(x−vj−1)(x−vj+1)...(x−vk)
(vj−v1)(vj−v2)...(vj−vj−1)(vj−vj+1)...(vj−vk) is the Lagrange coefficient. Let PVj

= SKj ∗ lVj (0). The knowledge of PVj can expose SKj . Thus, they cannot be revealed to
any one.

Let X be any arbitrary message for which we wish to compute the digital signature
XPP ri . Since, none of the shareholders have the knowledge of Ppri, we have to contact k
shareholders, say, (v1, v2, · · · , vk) to obtain their partial digital signatures XSKi . Since
the discrete log problem is computationally hard, from the partial signature, no adversary
can compute SKi. We can then compute the digital signature of X using the formula:∏k

j=1(X
SKj )lVj

(0) = (X)
Pk

j=1 SKj∗lVj
(0) = XPpri .

Thus by the coalition of k-shareholders, any message can be digitally signed by the
global secret key without the presence of an CA. Therefore, there is no need for the CA
after the bootstrap process.

The threshold cryptography in its original form has the following disadvantages:

1. From partial digital signatures XSKi , it is impossible to obtain the identity of the
signed shareholder.
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2. It is not possible to verify whether a shareholder whose identity is vi has signed
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4P1Q1. The CA then choose a non-trivial number d as its global secret key in such a way
that d has no common factor with N and φ(N). Since φ(N) is an even number, it follows
that d must be an odd number. The CA then choose the global public key e in such a way
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that d ∗ e ≡ 1(modφ(N)). It is easy to see that d and e will have the following properties:

1. They are odd numbers

2. e and d are not equal to P, P1, Q, Q1 and their multiples.

We now outline the modification that leads to our proposed design:

Let k �= 1 be the threshold system parameter. Let f(x) = d + R(x); where R(x) =
a1x + a2x

2 + . . . + ak−1x
k−1 and a�

is belong to some ring of integers Q be the threshold
system polynomial. Except k, all the other system parameter are kept secret and not known
to anyone except the CA.

Let Xi be the identity of the i -th node in the network. Then according to the traditional
threshold cryptography, its secret share is SKi = f(Xi) = d + R(Xi) (modN), where N
is the integer modulo defined above. In order for SKi to have a public key component, it
must satisfy the above two properties.

We first derive a condition to ensure that SKi is odd for every integer i. Since d is an
odd number, SKi is an odd number if and only if R(Xi) is an even number.

Theorem 1. Let R(x) = a1x + a2x
2 + . . . + ak−1x

k−1, where a�
is belong to some ring of

integers Q. R(i) is an even number for every integer i if and only if the number of odd a�
is

are even.

Let R(x) be an even integer for every integer i ∈ Q. In particular, R(x) is an even
integer for x = 1. That is R(1) = a1 + a2 + . . . + ak−1 is an even integer. By grouping odd
and even a�

is, we have R(1) = (sum of odd a�
is) + (sum of even a�

is). This implies that
(sum of odd a�

is) is an even number; and hence the number of odd a�
is are even.

Conversely, let the number of odd a�
is are even. Let x be an even integer. Then aix

i is
always an even integer. Since R(x) is a sum of even integers, it is an even integer. Now let
y be an odd integer. Then aiy

i is an even number whenever ai is an even number and odd
number if ai is an odd number. Since the number of odd a�

is are even, it follows that in
this case also R(y) is an even integer.

We now present an algorithm in which the keys are computed in such a way that every
secret share has a corresponding public key component.

Step 1: Let X be the i -th shareholder whose non-forgeable identity (similar to the MAC
address; in case of VANET, it is the vehicle’s registration number (REGO)) is Xi. Let f(x)
= d + R(x) be the secret polynomial, where R(x) is an even number for every integer x.
Choose the smallest integer ri such that SKi = f(Xi + ri) = d + R(Xi + ri)(modN) has
a public key component and SKi is not distributed to any shareholder before. Since the
modulo N is large, such ri will always exist.

Now SKi is the secret share for the node X with the non-forgeable ID Xi and PKi is
its public key component for this corresponding SKi. < SKi, PKi, N > is loaded on to
Xi’s secure module during the registration or bootstrap process.

Step 2: After computing the public key for n-shareholders whose non-forgeable IDs are
X1, X2, . . . , Xn, the CA then computes the public key polynomial P (x) = b0 + b1x+ b2x

2 +
. . . + bn−1x

n−1 of degree n − 1 as whose b�is are given as follows:
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Since X1, X2, · · · , Xn−1 are different, the above matrix equation has a unique solution.
Thus there is a unique polynomial P (x) of degree n − 1 such that P (Xi) = PKi. We call
this polynomial as a hash polynomial for our threshold crypto system. The CA will load
this hash-polynomial in the tamper-resistant available in every vehicle. This polynomial is
used to generate the public key of any shareholder, provide a vehicle know the REGO of a
shareholder. If, all the coefficient of this hash-polynomial is known to an adversary, he will
not able to compromise the system. The main advantage in distributing this polynomial is
that if a node knows the identity of any other node, it can easily compute its public key
without the presence of an CA.

After this step, there is no need for the existence of an CA.

4 The Solution Architecture In this section, we provide an elegant solution to the
message falsification attack in a vehicular network. We make the following natural assump-
tions about the system.

1. Each vehicle on the road has a unique registration number provided by the registration
authority. This registration number is used as a public identity of the vehicle.

2. We assume that vehicles are equipped with an on-board camera that can recognize
the registration number of vehicles in front and behind. Even, some of the current
budget model cars are equipped with an onboard camera that can recognize street
signs, speed limits and traffic signals.

3. Vehicles are equipped with tamper-resistant storage and processor modules like (Trusted
Platform Module (TPM) [8]), where the hash function and crypto schemes are securely
stored by the registration authority. Since the current and the future generation cars
are controlled by real-time onboard computers, their kernel needs to be protected from
malware. Thus, a tamper-resistant module is necessary.

For every vehicle with REGO Xi its shared private key component SKi, the hash-
polynomial are securely loaded to the tamper-resistant module by the certificate au-
thority.

4. Whenever a vehicle has access to the roadside infrastructure (RSU), vehicles will sync
their key revocation information with the certificate authority.

The threshold value k is chosen by the CA in such a way that some severe road conditions
(like major accident, road closure, etc.) can be detected by k vehicles independently within
a reasonable amount of time.

We now present the black box model of our proposed crypto scheme. We call it as a
black box model the entire architecture is implemented in a tamper-resistant hardware like
Trusted Platform Module [8].
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Figure 3: Singature generation module

4.1 Emergency and Safety Message Transmission Whenever a vehicle’s hardware
detects a safety and emergency condition, it will pass on the message to the secure module
for digitally signing the message. For our discussion, we assume that the underlying crypto
system is RSA. This may be replaced with any public-key cryptography. The RSA engine
will securely retrieve the private key SKi from the secure storage space. Then <Plain text
emergency message, signed emergency message, REGO >is broadcasted to every vehicle
with the appropriate TTL value.

The block diagram is presented in Figure 3

4.2 Signature verification Let a vehicle T receive an emergency message. The following
steps are taken for verifying the signature:

1. The onboard camera reads the REGO of vehicles around to see if the REGO in the
message can be recognized. If the REGO is recognized, then the onboard camera check
flag is set to 1; otherwise, it is set to 0. In several cases, due to obstructions, it may
not be possible to verify the REGO by the onboard camera. This flag is not going to
influence the action to be taken for this emergency message. It will only serve as an
extra layer of security.

If the same emergency message from the same REGO is seen before either with a
same TTL value or lower, the message is discarded.

2. The REGO is passed on to the hash polynomial module as an input. The hash
polynomial will output PKi, the public-key component for this REGO.

3. PKi along with the signed message is passed on to the RSA module. The RSA module
will decrypt the signed message using PKi and outputs the plain text.

4. The received plain text message along with the decrypted plain text message is passed
on to the comparison module. If both the messages are the same, the signature is
verified; else the signature verification failed. The received message is discarded if the
signature verification failed.

Once the signature is verified, the following actions are taken:

a. Appropriate response to this emergency message is taken.

b. If the message is applicable to a multi hop region, and the TTL value is greater than
one, T will rebroadcast the message after reducing the TTL value by one and append
its REGO along with the originally received REGO.

c. If the message is critical and needs to obtain the global signature the threshold cryp-
tography, the message is passed on to the temporary storage area, until k similar
messages from different originating vehicles are obtained.

The process block diagram for this module is given in Figure 4
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Figure 4: Singature Verification module

Figure 5: Global Singature generation module

4.3 Global signature generation If a critical safety-related message independently
originates from k or more vehicles, any vehicle can combine all the partial signatures to
a globally signed message. Once k similar messages from different originating vehicles are
available in the temporary storage area, it is then passed on to the threshold signature gen-
eration module. This module will combine all partial signatures and generate the globally
signed message as per the threshold cryptographic algorithm outlined in Section 2.

The process block diagram for this module is given in Figure 5

5 Conclusion and Future direction In this paper, we proposed an elegant source
authentication scheme based on the modified threshold cryptography. The proposed scheme
can be modified effectively to identify vehicles that transmit false safety and emergency
messages with fictitious vehicle identity. Our proposed scheme is also used by the law
enforcing agencies to precisely to identify the owner of the malicious vehicles. They may also
able to revoke their registration dynamically. The key revocation information is transmitted
to every vehicle whenever they have access to RSU.

We present below the security analysis of our proposed scheme.

5.1 Security Analysis of the proposed solution

1. Since SKi and the hash polynomial are loaded onto a tamper-resistant module securely
by the registration authority, no user has access to them.

2. The secure module will not sign any non-standard emergency messages. This is to en-
sure that no user (including the owner of the vehicle) launch a chosen plaintext attack
to guess the secret key. The crypt-analysis of our proposed scheme is equivalent to the
crypt-analysis of the underlying RSA and the threshold system. Since the underlying
RSA and the threshold cryptography are secure, it follows that our proposed model
is secure.

3. Since the private key share and the hash polynomial are not disclosed to the owner
of a vehicle, even change of ownership of a vehicle does not affect the security of the
key.

4. In the event that a key is revoked (incase the associated vehicle registration is sus-
pended), the CA will communicate with every vehicle, whenever they have access
to a RSU. During this time, vehicles will sync their key revocation database. This
database is stored in the secure storage area.

Our proposed architecture can also be implemented in a MANET or in a distributed
environment where the source authentication is an important factor, and there is no constant
access to the backbone network. Our future work involves implementing the proposed
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scheme in VANET hardware to obtain the real-time performance measures, especially, to
evaluate the introduced latency of our scheme in a sparse, average and dense vehicular
network.
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Abstract. Road safety and traffic efficiency are two important applications of a
Vehicular Ad-hoc Network (VANET). In VANET, safety and emergency messages are
broadcasted to all vehicles in a risk zone before the validity of the message expires.
Emergency and safety-related communications have a very strict real-time requirement
of 100ms latency from an originating host’s application layer to destination host’s
application layer and a Packet Delivery Ratio (PDR) of 90% and above. Due to
one-to-many nature of these emergency messages, public-key encryptions may not be
employed. Furthermore, vehicles on the road have no constant access to the Roadside
infrastructure. Thus, access to a Public-key Infrastructure or a Certificate Authority is
not always guaranteed. Exploiting this weakness, any attacker with malicious intention
can broadcast falsified emergency messages with spoofed identity to disrupt the normal
operation. They may also do in order to launch a terror-like attack. Since the identity
of the originating malicious vehicle cannot be established, it is not possible to take any
legal action against the owner of these vehicles.

In this paper, we propose a smart digital certificate mechanism using a modified
threshold cryptography scheme, that we call it as a pseudo-identity based encryption
to identify the origin of every emergency message. Since the keys are not forgeable,
any such malicious activities are immediately known to the receiving host vehicles
and vehicle registration authorities, thus facilitating legal action. The main advantage
of our proposed scheme is that it can work without constant access to a Public-key
Infrastructure or a Certificate Authority. Our scheme satisfies the identical security
requirements as that of the underlying public-key cryptography and incurs the same
memory and run-time complexity.

The proposed scheme can also be implemented in a Mobile Ad hoc environment
or a distributed environment, where source authentication is an important factor, and
there is no constant access to the backbone of the network.

1 Introduction In this paper, we demonstrate a class of attack on the emergency and
safety message transmission in a Vehicular Ad hoc network (VANET), by exploiting the
integrity and the authentication of the message transmission. Due to real-time requirements,
the current state-of-art in a vehicular network does not offer any solution to this problem.
In this paper, we introduce a mathematical framework that we call as a Pseudo-identity
based encryption that can potentially offer an efficient solution to the demonstrated attack
without incurring many overheads.

An ad hoc network is a new paradigm of wireless communication for mobile nodes. It
has two special characteristics, which make it different from the conventional wired network.
First, there is no fixed infrastructure like a wired or a cellular phone network. There are
no base stations, switching centers or routers to route packets to destinations. Secondly,
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SOME RESULTS ON DIRECT SUMS OF BANACH SPACES — A SURVEY

Mikio KATO∗, Takuya SOBUKAWA† and Takayuki TAMURA‡

Abstract. We shall discuss three notions of direct sums of Banach spaces, Z-, ψ-,
and A-direct sums, which are in fact all isometric. Weak nearly uniform smoothness,
uniform non-squareness and uniform non-�n

1 -ness etc. will be discussed, especially in
the general A-direct sum setting. As applications some examples of Banach spaces will
be presented concerning FPP as well as super-reflexivity.

1 Introduction Direct sums of Banach spaces have been often treated in the context of
geometry of Banach spaces and the fixed point property (e.g. [2, 3, 6, 7, 8, 9, 10, 11, 14,
15, 16, 21, 22, 23, 25, 26, 27, 28, 29, 30, 32, 33, 36, 40, 41, 42, 43]). We shall discuss three
notions of direct sums of Banach spaces.
It is known that every absolute normalized norm � · �AN on RN corresponds to a unique

convex function ψ on the standard simplex in RN−1 (we shall mention it precisely in Section
2). So we shall write � · �ψ for � · �AN and refer to as a ψ-norm. Let � · �Z and � · �A be an
absolute and an arbitrary norm on RN respectively, which we shall call a Z-norm and an
A-norm.
A Z-direct sum (X1 ⊕ · · · ⊕ XN )Z of Banach spaces X1, . . . , XN is their direct sum

equipped with the norm

�(x1, . . . , xN )�Z = �(�x1�, . . . , �xN�)�Z , (x1, . . . , xN ) ∈ X1 ⊕ · · · ⊕XN ,

where the norm � · �Z in the right side is an absolute norm on RN . A ψ-direct sum
(X1 ⊕ · · · ⊕XN )ψ and an A-direct sum (X1 ⊕ · · · ⊕XN )A are defined in the same way by
means of a ψ-norm � · �ψ and an A-norm � · �A.
In Section 2 the correspondence will be mentioned between the set ANN of all absolute

normalized norms on RN and the collection ΨN of all convex functions satisfying certain
conditions on the standard simplex ∆N in RN−1. A couple of subclasses Ψ(1)

N and Ψ(∞)
N of

ΨN will be discussed, which were introduced in Kato and Tamura [29, 30] to discuss weak
nearly uniform smoothness and uniform non-squareness for direct sums. These classes can
be described in terms of Properties TN

1 and TN
∞ , which Dowling and Saejung [10] introduced

to discuss uniform non-squareness for Z-direct sums.
In Section 3 it will be seen that any A-direct sum is isometrically isomorphic to a ψ-direct

sum with some ψ ∈ ΨN ([8]); therefore the direct sums stated above are all isometrically
isomorphic and ψ-direct sums are general enough. In Sections 4, 5, and 6 we shall obtain
A-direct sum versions of previous results.
Section 4 will deal with weak nearly uniform smoothness (WNUS-ness in short). Every

WNUS space has FPP, the fixed point property (for nonexpansive mappings; [15, 14]). A
characterization of WNUS-ness for (X1⊕· · ·⊕XN )ψ will be presented by means of the class
Ψ(1)

N .
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In Section 5 we shall discuss uniform non-squareness (UNSQ-ness) which has been play-
ing an important roll in geometry of Banach spaces. The starting point of our discussion
is the following result in Kato-Saito-Tamura [22]: A ψ-direct sum X ⊕ψ Y is UNSQ if and
only if X and Y are UNSQ and ψ �= ψ1, ψ∞, where ψ1 and ψ∞ are the corresponding convex
functions to the �1- and �∞-norms, respectively. They [22] asked for a characterization for
N Banach spaces. We shall present a sequence of partial results by Dowling-Saejung [10],
Betiuk-Pilarska and Prus [2], and Dhompongsa-Kato-Tamura [8]. In [10] the following was
shown: Under the assumption � · �Z is strictly monotone, (X1⊕· · ·⊕XN )Z is UNSQ if and
only if X1, . . . , XN are UNSQ and � · �Z has Properties TN

1 and TN
∞ . In the case N = 3

this assumption was dropped. More precise results are shown in [8] for ψ-direct sums in
terms of Ψ(1)

N , from which the A-direct sum versions are derived. In [2] it was shown that
(X1 ⊕ · · · ⊕XN )Z is UNSQ if and only if X1, . . . , XN and (RN , � · �) are UNSQ, where it
remains unknown when (RN , � · �) is UNSQ.
Recently Kato-Tamura [30, in preparation] obtained a characterization of UNSQ-ness

for (X1 ⊕ · · · ⊕ XN )ψ as well as A-direct sum without any additional assumption, which
covers all the above-mentioned results and explains why the case N = 3 is successful in [10].
In Section 6 uniform non-�n

1 -ness will be discussed. When n = 2, uniform non-�21-ness
coincides with UNSQ-ness. Every uniformly non-�n1 space is uniformly non-�

n+1
1 . The above

result for UNSQ-ness of X⊕ψY ([22]) is extended to uniform non-�n1 -ness ([23]). The spaces
X ⊕1 Y and X ⊕∞ Y cannot be UNSQ, while they can be uniformly non-�n

1 , n ≥ 3. We
shall discuss when they are uniformly non-�n1 .
In the last Section 7 applications to FPP will be discussed. As UNSQ spaces have FPP

([16]), it is natural to ask whether every uniformly non-�31-space has FPP. We shall see a
plenty of Banach spaces (direct sums) with FPP which is not UNSQ can be constructed.
Super-reflexivity will be treated as well.

In the following X,X1, . . . , XN will stand for Banach spaces. Let SX and BX denote
the unit sphere and the closed unit ball of X. Let RN

+ denote the set of all points in RN

with nonegative entries.

2 Absolute norms on RN and convex functions A norm � · � on RN is called ab-
solute if �(a1, · · · , aN )� = �(|a1|, · · · , |aN |)� for all (a1, · · · , aN ) ∈ RN , and normalized
if �(1, 0, · · · , 0)� = · · · = �(0, · · · , 0, 1)� = 1. A norm � · � on RN is called monotone
provided that, if |aj | ≤ |bj | for 1 ≤ j ≤ N , �(a1, . . . , aN )� ≤ �(b1, . . . , bN )�. � · � is
called strictly monotone provided it is monotone and, if |aj | < |bj | for some 1 ≤ j ≤ N ,
�(a1, . . . , aN )� < �(b1, . . . , bN )�. The following is known.

Lemma 2.1 (Bhatia [4], see also [30]) A norm � · � on RN is absolute if and only if it
is monotone.

We shall see that for every absolute normalized norm on RN there corresponds a unique
convex function ψ on a certain convex set in RN−1 ([38, 5]).

Lemma 2.2 Let � · � be an arbitrary norm on RN and define

(2.1) ψ(s) =
����(1−

N−1∑
i=1

si, s1, . . . , sN−1)
����, s = (s1, · · · , sN−1) ∈ ∆N ,

where ∆N = {s = (s1, · · · , sN−1) ∈ RN−1 :
∑N−1

i=1 si ≤ 1, si ≥ 0}. Then:
(i) The norm � · � is normalized if and only if

(A0) ψ(0, · · · , 0) = ψ(1, 0, · · · , 0) = · · · = ψ(0, · · · , 0, 1) = 1.
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(ii) For each 1 ≤ k ≤ N the following (a) and (b) are equivalent.
(a) The norm � · � is monotone in the k-th entry, that is,

|xk| ≥ |yk| ⇒ �(x1, ...,
k
�
xk, ..., xN )� ≥ �(x1, ...,

k
�
yk, ..., xN )�

(b) The convex function ψ satisfies

(Ak) ψ(s1, . . . , sN−1) ≥ (1− sk)ψ
(

s1

1− sk
, . . . ,

k−1
�
0 , . . . ,

sN−1

1− sk

)

In the case k = 1, (A1) should be understood as

(A1) ψ(s1, · · · , sN−1) ≥ (1− s0)ψ
(

s1

1− s0
, . . . ,

sN−1

1− s0

)
,

where s0 = 1−
∑N−1

i=1 si.

Let

ANN = {all absolute normalized norms on RN},
ΨN = {all convex functions ψ satisfying (Ak), 0 ≤ k ≤ N}.

Theorem 2.3 (Saito-Kato-Takahashi [38]) (i) For any � · � ∈ ANN let

(2.1) ψ(s) =
����(1−

N−1∑
i=1

si, s1, . . . , sN−1)
����, s = (s1, · · · , sN−1) ∈ ∆N .

Then ψ ∈ ΨN , that is,

(A0) ψ(0, · · · , 0) = ψ(1, 0, · · · , 0) = · · · = ψ(0, · · · , 0, 1) = 1;

and for each 1 ≤ k ≤ N

(Ak) ψ(s1, . . . , sN−1) ≥ (1− sk)ψ
(

s1

1− sk
, . . . ,

k−1
�
0 , . . . ,

sN−1

1− sk

)
.

Conversely
(ii) For any ψ ∈ ΨN define

(∗) �(a1, · · · , aN )�ψ =





(∑N
j=1 |aj |

)
ψ

(
|a2|∑N

j=1 |aj |
, · · · , |aN |∑N

j=1 |aj |

)

if (a1, · · · , aN ) �= (0, · · · , 0),
0 if (a1, · · · , aN ) = (0, · · · , 0).

Then � · �ψ ∈ ANN and � · �ψ satisfies (2.1).

In fact, since an absolute normalized norm is monotone by Lemma 2.1, the statement
(i) is a consequence of Lemma 2.2. For the assertion (ii) we refer the reader to [38]. Thus
ANN and ΨN correspond in a one-to-one way.

Scientiae Mathematicae Japonicae

SOME RESULTS ON DIRECT SUMS OF BANACH SPACES — A SURVEY

Mikio KATO∗, Takuya SOBUKAWA† and Takayuki TAMURA‡

Abstract. We shall discuss three notions of direct sums of Banach spaces, Z-, ψ-,
and A-direct sums, which are in fact all isometric. Weak nearly uniform smoothness,
uniform non-squareness and uniform non-�n

1 -ness etc. will be discussed, especially in
the general A-direct sum setting. As applications some examples of Banach spaces will
be presented concerning FPP as well as super-reflexivity.

1 Introduction Direct sums of Banach spaces have been often treated in the context of
geometry of Banach spaces and the fixed point property (e.g. [2, 3, 6, 7, 8, 9, 10, 11, 14,
15, 16, 21, 22, 23, 25, 26, 27, 28, 29, 30, 32, 33, 36, 40, 41, 42, 43]). We shall discuss three
notions of direct sums of Banach spaces.
It is known that every absolute normalized norm � · �AN on RN corresponds to a unique

convex function ψ on the standard simplex in RN−1 (we shall mention it precisely in Section
2). So we shall write � · �ψ for � · �AN and refer to as a ψ-norm. Let � · �Z and � · �A be an
absolute and an arbitrary norm on RN respectively, which we shall call a Z-norm and an
A-norm.
A Z-direct sum (X1 ⊕ · · · ⊕ XN )Z of Banach spaces X1, . . . , XN is their direct sum

equipped with the norm

�(x1, . . . , xN )�Z = �(�x1�, . . . , �xN�)�Z , (x1, . . . , xN ) ∈ X1 ⊕ · · · ⊕XN ,

where the norm � · �Z in the right side is an absolute norm on RN . A ψ-direct sum
(X1 ⊕ · · · ⊕XN )ψ and an A-direct sum (X1 ⊕ · · · ⊕XN )A are defined in the same way by
means of a ψ-norm � · �ψ and an A-norm � · �A.
In Section 2 the correspondence will be mentioned between the set ANN of all absolute

normalized norms on RN and the collection ΨN of all convex functions satisfying certain
conditions on the standard simplex ∆N in RN−1. A couple of subclasses Ψ(1)

N and Ψ(∞)
N of

ΨN will be discussed, which were introduced in Kato and Tamura [29, 30] to discuss weak
nearly uniform smoothness and uniform non-squareness for direct sums. These classes can
be described in terms of Properties TN

1 and TN
∞ , which Dowling and Saejung [10] introduced

to discuss uniform non-squareness for Z-direct sums.
In Section 3 it will be seen that any A-direct sum is isometrically isomorphic to a ψ-direct

sum with some ψ ∈ ΨN ([8]); therefore the direct sums stated above are all isometrically
isomorphic and ψ-direct sums are general enough. In Sections 4, 5, and 6 we shall obtain
A-direct sum versions of previous results.
Section 4 will deal with weak nearly uniform smoothness (WNUS-ness in short). Every

WNUS space has FPP, the fixed point property (for nonexpansive mappings; [15, 14]). A
characterization of WNUS-ness for (X1⊕· · ·⊕XN )ψ will be presented by means of the class
Ψ(1)

N .

2010 Mathematics Subject Classification. 52A51, 26A51, 47H10, 46B10, 46B20.
Key words and phrases. absolute norm, convex function, Properties T N

1 and T N
∞ , direct sum of Ba-

nach spaces, weak nearly uniform smoothness, uniform non-squareness, uniform non-�N
1 -ness, fixed point

property.
∗, †, ‡ The first and third authors, resp. the second author were supported in part by JSPS KAKENHI

(C) Grant number JP26400131, resp. JSPS KAKENHI (B) Grant number JP15H03621.

281



M. Kato, T. Sobukawa, T. Tamura

Remark 2.4 (i) Let us see why we defined the norm � · �ψ by the formula (∗) from ψ ∈
ΨN . For an arbitrary norm � · � on RN let ψ be a convex function given by (2.1). Then
the norm � · � is represented by means of ψ as follows. Let M =

∑N
j=1 |aj | for nonzero

(a1, . . . , aN ) ∈ RN . Then

�(a1, · · · , aN )� =M�(a1/M, · · · , aN/M)� =Mψ

(
|a2|
M

, · · · , |aN |
M

)
.

(ii) In the case N = 2 a convex funtion ψ on ∆2 = [0, 1] belongs to Ψ2 if and only if
max{1− t, t} ≤ ψ(t) ≤ 1 for 0 ≤ t ≤ 1, from which ψ(0) = ψ(1) = 1 is derived. Thus if we
draw the graph of a convex function ψ ∈ Ψ2 in this triangle area we shall obtain an absolute
normalized norm � · �ψ on R2.

Example 2.5 The �p-norm on RN ,

�(a1, . . . , aN )�p =




{
∑N

j=1 |aj |p}1/p 1 ≤ p < ∞,

max1≤j≤N |aj | p =∞

is absolute normalized and the corresponding convex function ψp is given by

ψp(s1, . . . , sN−1) := �(1−
N−1∑
i=1

si, s1, . . . , sN−1)�p

=




{(
1−

N−1∑
i=1

si

)p

+ sp
1 + · · ·+ sp

n−1

}1/p

if p < ∞,

max
{
1−

N−1∑
i=1

si, s1, . . . , sn−1

}
if p =∞.

In particular ψ1(s1, . . . , sN−1) = 1.

Now, the following subclasses Ψ(1)
N and Ψ(∞)

N of ΨN will play an important role in
our later discussion. In the following let T be a nonempty subset of {1, . . . , N}, χT the
characteristic function of T . For a = (a1, . . . , aN ) ∈ RN

+ let

aT =
∑
j∈T

ajej = (χT (1)a1, . . . , χT (N)aN ),

where ej = (0, . . . ,
j
�
1 , . . . , 0).

Definition 2.6 (Kato-Tamura [27, 30]) (i) Let ψ ∈ ΨN . We say ψ ∈ Ψ(1)
N if there

exists a ∈ RN
+ and T � {1, . . . , N} (T �= ∅) such that

�a�ψ = �aT �ψ + �aT c�ψ, where �aT �ψ, �aT c�ψ > 0.

(ii) We say ψ ∈ Ψ(∞)
N if there exists a ∈ RN

+ and T � {1, . . . , N} (T �= ∅) such that

�a�ψ = �aT �ψ = �aT c�ψ > 0.
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The �1-norm � · �1 has the above property (i), and the �∞-norm � · �∞ has the property
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Example 2.7 ψ1 ∈ Ψ(1)
N and ψ∞ ∈ Ψ(∞)

N since
����(1,

1
N − 1

, . . . ,
1

N − 1
)
����

1

= �(1, 0, . . . , 0)�1 +
����(0,

1
N − 1

, . . . ,
1

N − 1
)
����

1

,

�(1, 1, . . . , 1)�∞ = �(1, 0, . . . , 0)�∞ = �(0, 1, . . . , 1)�∞,

where T = {1} in both cases.

On the other hand Dowling-Saejung [10] introduced the following notions.

Definition 2.8 For a = (aj) ∈ RN let supp a = {j : aj �= 0}.
(i) A norm � · � on RN is said to have Property TN

1 if

�a� = �b� = 1
2
�a+ b� = 1, a, b ∈ RN =⇒ supp a ∩ supp b �= ∅.

(ii) A norm � · � on RN is said to have Property TN
∞ if

�a� = �b� = �a+ b� = 1 =⇒ supp a ∩ supp b �= ∅.

Note that �1-norm � · �1 and �∞-norm � · �∞ do not have Property TN
1 and Property

TN
∞ , respectively. We have the following.
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1 if and only if ψ �∈ Ψ(1)
N .
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∞ if and only if ψ �∈ Ψ(∞)

N .
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+ in [10]. But the latter condition can be dropped because of
Lemma 2.1.
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Theorem 3.2 (Kato-Tamura [30]) Let � · �A be an arbitrary norm on RN . Then there
exists ψ ∈ ΨN such that (X1 ⊕· · ·⊕XN )A is isometrically isomorphic to (X1 ⊕· · ·⊕XN )ψ.
More precisely

�(x1, . . . , xN )�A = �(c1x1, . . . , cNxN )�ψ, (x1, . . . , xN ) ∈ X1 ⊕ · · · ⊕XN ,

where ck = �(0, . . . , 0,
k
�
1 , 0, . . . , 0)�A (1 ≤ k ≤ N).

Sketch of proof Take ej ∈ Xj with �ej� = 1 (1 ≤ j ≤ N) and define a norm � · �B on RN

by
�(a1, . . . , aN )�B = �(a1e1, . . . , aNeN )�A.

Then � · �B is absolute. Let

�(x1, · · · , xN )�B = �(�x1�, · · · , �xN�)�B

for (x1, . . . , xN ) ∈ X1 ⊕ · · · ⊕XN . Then

�(x1, . . . , xN )�A = �(x1, . . . , xN )�B ,

Thus we may assume that, without loss of generality, the original norm � · �A on RN is

absolute to construct the A-direct sum (X1 ⊕ · · · ⊕ XN )A. Next let ck = �(0, . . . , 0,
k
�
1,

0, . . . , 0)�B and define a norm � · �C on RN by

�(a1, . . . , aN )�C = �(a1/c1, . . . , aN/cN )�B .

Then � · �C is absolute and normalized, and

�(a1, . . . , aN )�B = �(c1a1, . . . , cNaN )�C

Consequently we have

�(x1, . . . , xN )�A = �(c1x1, . . . , cNxN )�C

for (x1, . . . , xN ) ∈ X1⊕· · ·⊕XN . Thus (X1⊕· · ·⊕XN )A is isometric to (X1⊕· · ·⊕XN )C =
(X1 ⊕ · · · ⊕XN )ψ with some function ψ ∈ ΨN .

In particular any Z-direct sum is isometrically isomorphic to a ψ-direct sum. The
advantage of the latter is to allow us to use a convex function ψ ∈ ΨN in our discussion,
especially to construct examples.

We shall see some basic properties for direct sums. A Banach space X is called strictly
convex if

x, y ∈ SX , x �= y =⇒
����
x+ y

2

���� < 1.

X is called uniformly convex if for any ε > 0 there exists δ > 0 such that

�x− y� ≥ ε, x, y ∈ SX =⇒
����
x+ y

2

���� < 1− δ.

Theorem 3.3 ([21, 40]) A ψ-direct sum (X1 ⊕ · · · ⊕XN )ψ is strictly (uniformly) convex
if and only if X1, . . . , XN are strictly (uniformly) convex and ψ is strictly convex.
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Now, ψ is strictly convex if and only if �·�ψ is strictly convex ([38]), we have the general
A-direct sum version of this theorem by Theorem 3.2.

Theorem 3.4 An A-direct sum (X1⊕· · ·⊕XN )A is strictly (uniformly) convex if and only
if X1, . . . , XN are strictly (uniformly) convex and � · �A is strictly convex.

For similar results for the dual notions, smoothness and uniform smoothness we refer
the reader to Mitani-Oshiro-Saito [33].

4 Weak nearly uniform smoothness A Banach space X is called weakly nearly uni-
formly smooth (WNUS in short) if X is reflexive and R(X) < 2, R(X) is the Garćıa-Falset
coefficient:

R(X) = sup{lim inf
n→∞

�xn + x�},

where the supremum is taken over all weakly null sequences {xn} in BX and all x ∈ BX . (cf.
Garćıa-Falset [14]; we refer the reader to Kutzarova et al. [31] for the original definition;
cf. [27]). A Banach space X is said to have the fixed point property for nonexpansive
mappings (FPP in short) provided that for any bounded closed convex subset C of X every
nonexpansive self-mapping T on C has a fixed point, where T is called nonexpansive if

�Tx− Ty� ≤ �x− y� ∀x, y ∈ C.

Uniformly convex resp., uniformly smooth spaces are WNUS ([35]). We also have

Theorem 4.1 (Garćıa-Falset [15, 14]) Every weakly nearly uniformly smooth space has
FPP.

For WNUS-ness of direct sums we have the following.

Theorem 4.2 (Kato-Tamura [27]) Let X1, . . . , XN be of infinite dimension. Let ψ ∈
ΨN . Then, the following are equivalent.
(i) (X1 ⊕ · · · ⊕XN )ψ is WNUS.
(ii) X1, . . . , XN are WNUS and ψ �∈ Ψ(1)

N .

Remark 4.3 (i) The implication (ii) ⇒ (i) is valid without the assumption on the dimen-
sion of Xj’s.
(ii) For the case some of Xj’s are of finite dimension we refer the reader to [30].

If ψ ∈ ΨN is strictly convex, ψ �∈ Ψ(1)
N ([27]). Therefore, taking Remark 4.3(i) into

account, the next previous result is derived from Theorem 4.2.

Corollary 4.4 (Dhompongsa et al. [6]) Let X1, . . . , XN be arbitrary Banach spaces. Let
ψ ∈ ΨN be strictly convex. Then the following are equivalent.
(i) (X1 ⊕ · · · ⊕XN )ψ is WNUS.
(ii) X1, . . . , XN are WNUS.

Recall that ψ �∈ Ψ(1)
N if and only if � · �ψ has Property TN

1 (Theorem 2.9). Owing to
Theorem 3.2, Theorem 4.2 is reformulated in the general A-direct sum setting as follows.

Theorem 4.5 Let X1, . . . , XN be infinite dimensional. Let � · �A be an arbitrary norm on
RN . Then the following are equivalent.
(i) (X1 ⊕ · · · ⊕XN )A is WNUS.
(ii) X1, . . . , XN are WNUS and � · �A has Property TN

1 .
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5 Uniform non-squareness A Banach space X is called uniformly non-square (R. C.
James [17]) (UNSQ in short) if there exists a constant ε > 0 such that

min{�x+ y�, �x− y�} ≤ 2(1− ε) for all x, y ∈ SX .

It is immediate to see that uniformly convex spaces are strictly convex and UNSQ, while
there is no implication between the latter two notions. The UNSQ-ness has been playing
an improtant role in the geometry of Banach spaces and FPP. One of the most remarkable
recent results is the following.

Theorem 5.1 (Garćıa-Falset et al. [16]) UNSQ spaces have FPP.

An important classical result says that UNSQ spaces are reflexive ([17]); in fact, super-
reflexive ([18]); we shall mention about super-reflexivity again in Section 7. Thus UNSQ-ness
lies between uniform convexity and super-reflexivity, as well as FPP. It is worth stating that
some geometric constants have close connections with these notions. In fact UNSQ-ness are
characterized by CNJ(X) < 2 and also by J(X) < 2, where CNJ(X) and J(X) are the
von Neumann-Jordan and the James constants of a Banach space X ([39, 13]; cf. [24, 20]).
Therefore, if CNJ(X) < 2 or J(X) < 2, X is reflexive and has FPP. These constants have
been calculated for many concrete Banach spaces (we omit precise descriptions).

Theorem 5.2 (Kato-Saito-Tamura [22]) A ψ-direct sum X ⊕ψ Y is uniformly non-
square if and only if X,Y are uniformly non-square and ψ �= ψ1, ψ∞, that is, � · �ψ �=
� · �1, � · �∞.

In this paper they posed the following problem:

Problem 1. Characterize the uniform non-squareness for (X1 ⊕ · · · ⊕XN )ψ.
This problem is quite complicated since in the case N ≥ 3 we need to remove much

more convex functions in ΨN (norms in ANN ). Dowling and Saejung [10] presented a
partial answer for Z-direct sums, a fortiori, for ψ-direct sums.

Theorem 5.3 (Dowling-Saejung [10]) Assume that Z-norm � · �Z or the dual norm
� · �∗Z on RN is strictly monotone. Then the following are equivalent.
(i) (X1 ⊕ · · · ⊕XN )Z is UNSQ.
(ii) X1, . . . , XN are UNSQ and � · �Z has Properties TN

1 and TN
∞ .

For the case N = 3 they dropped the assumption on strict monotonicity, which answers
Problem 1 for N = 3:

Theorem 5.4 (Dowling-Saejung [10]) The following are equivalent.
(i) (X1 ⊕X2 ⊕X3)Z is UNSQ.
(ii) X1, X2, X3 are UNSQ and � · �Z has Properties T 3

1 and T 3
∞.

Any A-direct sum is isometric to a Z-direct sum, whence we have the following.

Theorem 5.5 Let � · �A be an arbitrary norm on RN . Then the following are equivalent.
(i) (X1 ⊕X2 ⊕X3)A is UNSQ.
(ii) X1, X2, X3 are UNSQ and � · �A has Properties T 3

1 and T 3
∞.

Remark 5.6 Why did they succeed in the case N = 3? Later we shall see the reason, which
is a quite natural consequence of a recent result by Kato and Tamura [30].
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In 2015 Dhompongsa, Kato and Tamura [8] gave more precise results for Theorem 5.3
in the A-direct sum setting.

Theorem 5.7 Let � · �A be an arbitrary norm on RN . Assume that � · �A is strictly
monotone. Then the following are equivalent.
(i) (X1 ⊕ · · · ⊕XN )A is UNSQ.
(ii) X1, . . . , XN are UNSQ and the norm � · �A has Property TN

1 .

Theorem 5.8 Let � · �A be an arbitrary norm on RN . Assume that the dual norm � · �∗A
is strictly monotone. Then the following are equivalent.
(i) (X1 ⊕ · · · ⊕XN )A is UNSQ.
(ii) X1, . . . , XN are UNSQ and the norm � · �A has Property TN

∞ .

If (X1 ⊕ · · · ⊕ XN )A is UNSQ, the norm � · �A has Properties TN
1 and TN

∞ . (This is
a corresponding result to Theorem 5.2; cf. [8, Cororally 4.5] and [30]). Therefore from
Theorems 5.7 and 5.8 the following A-direct sum version of Theorem 5.3 is derived.

Corollary 5.9 Let � · �A be an arbitrary norm on RN . Assume that � · �A or � · �∗A is
strictly monotone. Then the following are equivalent.
(i) (X1 ⊕ · · · ⊕XN )A is UNSQ.
(ii) X1, . . . , XN are UNSQ and � · �A has Properties TN

1 and TN
∞ .

Remark 5.10 Dhompongsa-Kato-Tamura [8] first proved Theorems 5.7, 5.8, and Corollary
5.9 for ψ-direct sums by means of Ψ(1)

N and Ψ(∞)
N , and then derived these results for A-direct

sums by Theorems 3.2 and 2.9. We shall see below the ψ-direct sum version of Theorem
5.5.

Theorem 5.5� ([8]) Let ψ ∈ ΨN . Assume that � · �ψ is strictly monotone. Then the
following are equivalent.
(i) (X1 ⊕ · · · ⊕XN )ψ is UNSQ.
(ii) X1, . . . , XN are UNSQ and ψ �∈ Ψ(1)

N .

Now we are in a position to explain why Dowling-Saejung [10] succeeded for the case
N = 3. Very recently by introducing the class Ψ(mix)

N as the class which should be excluded,
Kato-Tamura [30, in preparation] answered Problem 1 without the assumption on strict
monotonicity:

A ψ-direct sum (X1 ⊕ · · · ⊕ XN )ψ is UNSQ if and only if X1, . . . , XN are UNSQ and
ψ �∈ Ψ(mix)

N .

(This will appear elsewhere.) They showed Ψ(mix)
3 = Ψ(1)

3 ∪ Ψ(∞)
3 for N = 3 and obtained

the following as a corollary.

Theorem 5.11 Let ψ ∈ ΨN . Then the following are equivalent.
(i) (X1 ⊕X2 ⊕X3)ψ is UNSQ.
(ii) X1, X2, X3 are UNSQ and ψ �∈ Ψ(1)

3 ∪Ψ(∞)
3 .

According to Theorem 2.9, ψ �∈ Ψ(1)
3 ∪Ψ(∞)

3 if and only if � · �ψ has Properties T 3
1 and

T 3
∞. As any Z-direct sum is isometric to a ψ-direct sum, we have Dowling-Saejung’s result
for (X1 ⊕ X2 ⊕ X3)Z . Theorem 5.3 is also derived from the above-announced result by
Kato-Tamura [30].
We shall conclude this section with the following result.
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Theorem 5.12 (Betiuk-Pilarska and Prus [2]) The following are equivalent.
(i) (X1 ⊕ · · · ⊕XN )Z is UNSQ.
(ii) X1, . . . , XN are UNSQ and (RN , � · �Z) is UNSQ.

Here it remains unknown when the space (RN , � ·�Z) is UNSQ. Kato-Tamura [30] answered
to this question by introducing Property TN

mix in the A-direct sum setting.

6 Uniform non-�n1 -ness A Banach space X is called uniformly non-�n1 if there exists
ε (0 < ε < 1) for which

(6.1) ∀x1, · · · , xn ∈ SX , ∃θ = (θj) (θj = ±1) s.t.
����

n∑
j=1

θjxj

���� ≤ n(1− �).

When n = 2 the uniform non-�21-ness coincides with the uniform non-squareness. For n = 3
uniformly non-�31 spaces are called uniformly non-octahedral. In the case n = 1 no Banach
space is uniformly non-�11.

Proposition 6.1 Uniformly non-�n
1 spaces are uniformly non-�

n+1
1 .

Theorem 5.2 for UNSQ-ness of X ⊕ψ Y is extended to uniform non-�n1 -ness.

Theorem 6.2 (Kato-Saito-Tamura [23]) Assume that neither X nor Y is uniformly
non-�n−1

1 . Then the following are equivalent.
(i) X ⊕ψ Y is uniformly non-�n

1 .
(ii) X and Y are uniformly non-�n1 and ψ �= ψ1, ψ∞.

Remark 6.3 (i) Theorem 6.2 covers Theorem 5.2 as the case n = 2, since no Banach
space is uniformly non-�11.
(ii) We cannot drop the assumption ”neither X nor Y is uniformly non-�n−1

1 ”.
(iii) For the N Banach spaces case some results were obtained under the assumption

that the ψ-norm � · �ψ is strictly monotone in Kato and Tamura [29].

As before we obtain the A-direct sum version of Theorem 6.2.

Theorem 6.4 Let � · �A be an arbitrary norm on RN . Assume that neither X nor Y is
uniformly non-�n−1

1 . Then the following are equivalent.
(i) X ⊕A Y is uniformly non-�n

1 .
(ii) X and Y are uniformly non-�n1 and � · �A �= � · �1, � · �∞.

Now, we shall look into the extreme cases, �1- and �∞-sums, which were excluded in
Theorems 6.2 (and 6.4). According to this theorem, X⊕1 Y and X⊕∞ Y cannot be UNSQ
for all X and Y , while X ⊕1 Y and X ⊕∞ Y can be uniformly non-�n

1 (n ≥ 3) if either X
or Y is uniformly non-�n−1

1 . In fact the following are true.

Theorem 6.5 (Kato-Saito-Tamura [23]) The following are equivalent.
(i) X ⊕1 Y is uniformly non-�n

1 , n ≥ 3.
(ii) There exist n1, n2 ∈ N with n1 + n2 = n − 1 such that X is uniformly non-�n1+1

1

and Y is uniformly non-�n2+1
1 .

As corollaries the following are obtained.

Corollary 6.6 The following are equivalent.
(i) X ⊕1 Y is uniformly non-�31.
(ii) X and Y are UNSQ.
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Corollary 6.7 The following are equivalent.
(i) X ⊕1 Y is uniformly non-�41.
(ii) X is UNSQ and Y is uniformly non-octahedral.

Theorem 6.5 is extended as follows.

Theorem 6.8 The following are equivalent.
(i) (X1 ⊕ · · · ⊕XN )1 is uniformly non-�N+1

1 .
(ii) X1, . . . , XN are UNSQ.

This implies especially that the space �n1 is uniformly non-�
n+1
1 . For �∞-sums we have the

following.

Theorem 6.9 (Kato-Tamura [26]) Let n ≥ 2. The following are equivalent.
(i) (X1 ⊕ · · · ⊕X2n−1)∞ is uniformly non-�n+1

1 .
(ii) X1, . . . , X2n−1 are UNSQ.

Corollary 6.10 The following are equivalent.
(1) (X ⊕ Y ⊕ Z)∞ is uniformly non-�31.
(2) X, Y and Z are UNSQ.

Remark 6.11 Recall that the �1-sum X ⊕1 Y is uniformly non-�31 if and only if X and
Y are UNSQ. Contrary to this, if X and Y are UNSQ, the �∞-sum X ⊕∞ Y is uniformly
non-�31 ([23, Corollary 5.3bis]), but the converse is not true ([23, Remark 5.5]). We added
one more space Z to obtain the equivalence in Corollary 6.9. Compare also Theorems 6.7
and 6.8. These observations show one aspect of the defference between �1- and �∞-sums.

7 Applications All UNSQ spaces have FPP. Thus it is natural to ask whether all uni-
formly non-octahedral spaces have FPP. We have the following.

Theorem 7.1 (Kato-Tamura [26]) Let X be uniformly non-octahedral. If X is isometric
to an �∞-sum of 3 Banach spaces, X has FPP, while X is not UNSQ.

More generally we have

Theorem 7.2 Let X be uniformly non-�n+1
1 . If X is isometric to an �∞-sum of 2n − 1

Banach spaces, X has FPP, while X is not UNSQ.

Example 7.3 Let 1 < p < ∞. Since Lp is uniformly convex, it is UNSQ. Therefore the
space X = (Lp ⊕Lp ⊕Lp)∞ is uniformly non-octahedral by Theorem 6.9, and hence X has
FPP by Theorem 7.1, while it is not UNSQ since X contains �3∞ as a subspace.
In the same way, the �∞-sum of 2n − 1 Lp’s is uniformly non-�n+1

1 , which is weaker
than uniform non-octahedralness, has FPP but is not UNSQ.

By using Theorem 4.2 a plenty of Banach spaces with FPP which fail to be UNSQ is
constructed.

Example 7.4 (Kato-Tamura [27]) Let N ≥ 3 and let ϕ,ψ1 ∈ Ψ2, ϕ �= ψ1. Let

ψ(s1, . . . , sN−1)

= max
{
�(1−

N−1∑
i=1

si, s1)�ϕ, �(s1, s2)�ϕ, �(s2, s3)�ϕ, · · · , �(sN−2, sN−1)�ϕ

}

for (s1, . . . , sN−1) ∈ ∆N .
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Then ψ ∈ ΨN and

�(a1, a2 . . . , aN )�ψ = max{�(a1, a2)�ϕ, �(a2, a3)�ϕ, . . . , �(aN−1, aN )�ϕ}
for (a1, . . . , aN ) ∈ RN .

Further, ψ �∈ Ψ(1)
N and � · �ψ is not UNSQ.

Since WNUS spaces have FPP, we have the following.

Theorem 7.5 (Kato-Tamura [27]) Let X1, . . . , XN be WNUS (N ≥ 3). Let ψ ∈ ΨN be
as in Example 7.4. Then (X1 ⊕ · · · ⊕XN )ψ has FPP, whereas it is not UNSQ.

Indeed, since ψ �∈ Ψ(1)
N , X = (X1 ⊕ · · · ⊕XN )ψ is WNUS by Theorem 4.2 (with Remark

4.3 (i)) and hence X has FPP. On the other hand, X is not UNSQ as (RN , � · �ψ) is not
UNSQ.
Next, as ψ∞ �∈ Ψ(1)

N , we have

Theorem 7.6 Let X1, . . . , XN be WNUS. Then (X1 ⊕ · · · ⊕XN )∞ has FPP, whereas it is
not UNSQ.

Example 7.7 Let 1 < pk < ∞, 1 ≤ k ≤ N .
(i) Let ψ ∈ ΨN be as in Example 7.4. Since Lpk

are uniformly convex and hence
WNUS, the space X = (Lp1 ⊕· · ·⊕LpN

)ψ has FPP, while X is not UNSQ by Theorem 7.6.
(ii) The �∞-sum X = (Lp1 ⊕ · · · ⊕LpN

)∞ is WNUS and hence has FPP. On the other
hand, the space X is not UNSQ.

Finally we shall discuss super-reflexivity. A Banach space Y is said to be finitely rep-
resentable in X provided for any � > 0 and for any finite dimensional subspace F of Y
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Abstract. Throughout this paper, K denotes a complete, non-trivially valued, ultra-
metric (or non-archimedean) field. 4-dimensional infinite matrices, double sequences
and double series have entries in K. In the present paper, we prove a theorem on
summability factors for the Weighted mean method for double series in K.

1 Introduction and Preliminaries Throughout the present paper, K denotes a com-
plete, non-trivially valued, ultrametric (or non-archimedean) field. 4-dimensional infinite
matrices, double sequences and double series have entries in K. We recall the following
definitions and results briefly (for details, see [2]) for the sake of completeness.

Definition 1.1. For a double sequence {xm,n} in K and x ∈ K, we write

1 lim
m+n→∞

xm,n = x,

if for every � > 0, the set {(m,n) ∈ N2 : |xm,n − x| > �} is finite, N being the set of
non-negative integers. In such a case, x is unique and x is called the limit of the double
sequence {xm,n}. We also say that {xm,n} converges to x.

Definition 1.2. Let {xm,n} be a double sequence in K and s ∈ K. We write

∞,∞∑
m,n=0

xm,n = s,

if
lim

m+n→∞
sm,n = s,

where

sm,n =
m,n∑

k,�=0

xk,�, m, n = 0, 1, 2, . . . .

In such a case, we say that the double series
∞,∞∑

m,n=0

xm,n converges to s.

Remark 1.3. If {xm,n} converges, then {xm,n} is bounded.

Theorem 1.4. [2, Lemma 1] lim
m+n→∞

xm,n = x if and only if
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(i) lim
m→∞

xm,n = x, n = 0, 1, 2, . . . ;

(ii) lim
n→∞

xm,n = x, m = 0, 1, 2, . . . ;
and

(iii) for every � > 0, there exists N ∈ N such that |xm,n − x| < �, m,n ≥ N , which is
written as

lim
m,n→∞

xm,n = x,

noting that this is Pringsheim’s definition of convergence of a double sequence.

Proof. We can suppose that x = 0. Leaving out the trivial part of the theorem, let (i), (ii),
(iii) hold. Using (iii), we can choose a positive integer N1 such that

|xm,n| ≤ �, m, n > N1.

In view of (i), there exists a positive integer N2 such that

|xm,n| ≤ �, m > N2, n = 0, 1, 2, . . . , N1.

In view of (ii), there exists a positive integer N3 such that

|xm,n| ≤ �, n > N3,m = 0, 1, 2, . . . , N1.

Let N = max{N1, N2, N3}. Then it is possible that in the square 0 ≤ m,n ≤ N ,

|xm,n| > �.

Note that outside this square,
|xm,n| ≤ �.

Thus,
{(m,n) ∈ N2 : |xm,n| > �} is finite,

i.e., lim
m+n→∞

xm,n = 0,

completing the proof.

Theorem 1.5. [2, Lemma 2]
∞,∞∑

m,n=0

xm,n converges if and only if

lim
m+n→∞

xm,n = 0.

Remark 1.6. Let K = Q2, the 2-adic field. Consider the series
∞,∞∑

m,n=0

xm,n, where, xm,n =

3m2n, m,n = 0, 1, 2, . . . .
|xm,n|2 = |2|n2 → 0, n → ∞,

since |3|2 = 1, from which we have,

lim
m,n→∞

xm,n = 0.
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Easy calculation shows that

Sm,n =
m,n∑

p,q=0

3p2q =
(3m+1 − 1)

2
(2n+1 − 1)

and Sm+1,n − Sm,n = (2n+1 − 1)3m+1,
so that

|Sm+1,n − Sm,n|2 = |2n+1 − 1|2|3m+1|2
= 1.1
= 1 �→ 0, m, n → ∞,

using the fact that
|a + b|2 = max(|a|2, |b|2),

if |a|2 �= |b|2, | · |2 being an ultrametric valuation. Consequently, {Sm,n} is not Cauchy and

so
∞,∞∑

m,n=0

3m2n does not converge in the Pringsheim’s sense. Thus
∞,∞∑

m,n=0

3m2n diverges in the

sense of Definition 1.1. Thus, lim
m,n→∞

xm,n = 0 does not ensure convergence of
∞,∞∑

m,n=0

xm,n

in the sense of Definition 1.1.

Remark 1.7. In the case of simple series, it is well-known that
∞∑

n=0

xn converges if and

only if
lim

n→∞
xn = 0.

(see [1], p. 25, Theorem 1.1). Theorem 1.5 shows that Definition 1.1 is more suited in the
ultrametric case than Pringsheim’s definition of convergence of a double sequence.

Definition 1.8. Given a 4-dimensional infinite matrix A = (am,n,k,�), am,n,k,� ∈ K,
m,n, k, � = 0, 1, 2, . . . and a double sequence {xk,�}, xk,� ∈ K, k, � = 0, 1, 2, . . . , by the
A-transform of x = {xk,�}, we mean the double sequence A(x) = {(Ax)m,n},

(Ax)m,n =
∞,∞∑
k,�=0

am,n,k,�xk,�, m, n = 0, 1, 2, . . . ,

where it is supposed that the double series on the right converge. If lim
m+n→∞

(Ax)m,n = s,

we say that the double sequence x = {xk,�} is A-summable or summable A to s, written as

xk,� → s(A).

If lim
m+n→∞

(Ax)m,n = s, whenever lim
k+�→∞

xk,� = s, we say that A is regular. A double

series
∞,∞∑

m,n=0

xm,n is said to be A-summable to s, if {sm,n} is A-summable to s, where

sm,n =
m,n∑

k,�=0

xk,�, m,n = 0, 1, 2, . . . .
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Definition 1.1. For a double sequence {xm,n} in K and x ∈ K, we write
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if for every � > 0, the set {(m,n) ∈ N2 : |xm,n − x| > �} is finite, N being the set of
non-negative integers. In such a case, x is unique and x is called the limit of the double
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xm,n = s,

if
lim

m+n→∞
sm,n = s,

where

sm,n =
m,n∑

k,�=0

xk,�, m, n = 0, 1, 2, . . . .

In such a case, we say that the double series
∞,∞∑

m,n=0

xm,n converges to s.

Remark 1.3. If {xm,n} converges, then {xm,n} is bounded.

Theorem 1.4. [2, Lemma 1] lim
m+n→∞

xm,n = x if and only if
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The following important result, due to Natarajan and Srinivasan [2], gives a criterion
for a 4-dimensional infinite matrix to be regular in terms of its entries.

Theorem 1.9 (Silverman-Toeplitz). The 4-dimensional infinite matrix A = (am,n,k,�) is
regular if and only if

sup
m,n,k,�

|am,n,k,�| < ∞;(1)

lim
m+n→∞

am,n,k,� = 0, k, � = 0, 1, 2, . . . ;(2)

lim
m+n→∞

∞,∞∑
k,�=0

am,n,k,� = 1;(3)

lim
m+n→∞

sup
k≥0

|am,n,k,�| = 0, � = 0, 1, 2, . . . ;(4)

and

lim
m+n→∞

sup
�≥0

|am,n,k,�| = 0, k = 0, 1, 2, . . . .(5)

2 Weighted Mean Method for Double Sequences in K The Weighted mean method
(N, pm,n) for double sequences and double series in K was introduced earlier by Natarajan
and Sakthivel in [5].

Definition 2.1. Given pm,n ∈ K, m, n = 0, 1, 2, . . . , the Weighted mean method, denoted by
(N, pm,n), is defined by the 4-dimensional infinite matrix (am,n,k,�), m,n, k, � = 0, 1, 2, . . . ,
where

am,n,k,� =

{
pk,�

Pm,n
, if k ≤ m and � ≤ n;

0, otherwise,

Pm,n =
m,n∑

k,�=0

pk,�, m,n = 0, 1, 2, . . . with the double sequence {pm,n} of weights satisfying

the conditions:
pm,n �= 0, m, n = 0, 1, 2, . . . ;

and for every fixed pair (i, j),

|pk,�| ≤ |Pi,j |,
k = 0, 1, 2, . . . , i; i = 0, 1, 2, . . . ;
� = 0, 1, 2, . . . , j; j = 0, 1, 2, . . . .

Natarajan and Sakthivel [5] proved the following result.

Theorem 2.2. [5, Theorem 3.1] (N, pm,n) is regular if and only if

lim
m+n→∞

|Pm,n| = ∞;

lim
m+n→∞

max
0≤k≤m

|pk,�|

Pm,n
= 0, � = 0, 1, 2, . . . ;

and

lim
m+n→∞

max
0≤�≤n

|pk,�|

Pm,n
= 0, k = 0, 1, 2, . . . .
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Definition 1.1. For a double sequence {xm,n} in K and x ∈ K, we write

1 lim
m+n→∞

xm,n = x,

if for every � > 0, the set {(m,n) ∈ N2 : |xm,n − x| > �} is finite, N being the set of
non-negative integers. In such a case, x is unique and x is called the limit of the double
sequence {xm,n}. We also say that {xm,n} converges to x.

Definition 1.2. Let {xm,n} be a double sequence in K and s ∈ K. We write

∞,∞∑
m,n=0

xm,n = s,

if
lim

m+n→∞
sm,n = s,

where

sm,n =
m,n∑

k,�=0

xk,�, m, n = 0, 1, 2, . . . .

In such a case, we say that the double series
∞,∞∑

m,n=0

xm,n converges to s.

Remark 1.3. If {xm,n} converges, then {xm,n} is bounded.

Theorem 1.4. [2, Lemma 1] lim
m+n→∞

xm,n = x if and only if
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3 Main Theorem Some properties of the Weighted mean method for double sequences
in K were studied in [5].

A theorem on summability factors for the Weighted mean method for simple series in
K was proved in [4] and more generally, a theorem on summability factors for any regular
method for simple series in K was proved in [3]. For the definition of summability factors
for simple series in the classical case, the reader can refer to [6], pp. 38-39. We retain the
same definition for double series in the ultrametric set up with suitable changes.

We now prove the main result of the paper, which deals with summability factors for
the Weighted mean method for double series in K.

Theorem 3.1. If
∞,∞∑

m,n=0

am,n is (N, pm,n) summable, (N, pm,n) being regular and if {bm,n}

converges, then
∞,∞∑

m,n=0

am,nbm,n is (N, pm,n) summable too.

Proof. Let sm,n =
m,n∑

k,�=0

ak,�, tm,n =
m,n∑

k,�=0

ak,�bk,�, m,n = 0, 1, 2, . . . . Let {αm,n}, {βm,n} be

the (N, pm,n)-transforms of {sm,n}, {tm,n} respectively so that

αm,n =
1

Pm,n

m,n∑
k,�=0

pk,�sk,�,

βm,n =
1

Pm,n

m,n∑
k,�=0

pk,�tk,�,

m, n = 0, 1, 2, . . . . Let lim
m+n→∞

αm,n = s and lim
m+n→∞

bm,n = m. Let

bm,n = m + εm,n, m, n = 0, 1, 2, . . .

so that
lim

m+n→∞
εm,n = 0.

Now,

αm,n =
1

Pm,n

m,n∑
k,�=0

pk,�sk,�

=
1

Pm,n

m,n∑
k,�=0

pk,�




k,�∑
i,j=0

ai,j




=
1

Pm,n

m,n∑
k,�=0

ak,�




k,�∑
i,j=k,�

pi,j


 .

Similarly,

βm,n =
1

Pm,n

m,n∑
k,�=0

ak,�bk,�




m,n∑
i,j=k,�

pi,j


 .
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if for every � > 0, the set {(m,n) ∈ N2 : |xm,n − x| > �} is finite, N being the set of
non-negative integers. In such a case, x is unique and x is called the limit of the double
sequence {xm,n}. We also say that {xm,n} converges to x.
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∞,∞∑
m,n=0

xm,n = s,

if
lim

m+n→∞
sm,n = s,

where
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m,n∑

k,�=0

xk,�, m, n = 0, 1, 2, . . . .

In such a case, we say that the double series
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xm,n converges to s.

Remark 1.3. If {xm,n} converges, then {xm,n} is bounded.
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xm,n = x if and only if
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Thus,

βm,n =
1

Pm,n

m,n∑
k,�=0

ak,�(m + εk,�)




m,n∑
i,j=k,�

pi,j




= m


 1

Pm,n

m,n∑
k,�=0

ak,�




m,n∑
i,j=k,�

pi,j







+
1

Pm,n

m,n∑
k,�=0

ak,�εk,�




m,n∑
i,j=k,�

pi,j




= mαm,n +
1

Pm,n

m,n∑
k,�=0

ak,�εk,�




m,n∑
i,j=k,�

pi,j




= mαm,n +
∞,∞∑
k,�=0

am,n,k,�εk,�,

where the 4-dimensional infinite matrix (am,n,k,�), m,n, k, � = 0, 1, 2, . . . is defined by

am,n,k,� =




ak,�




m,n∑
i,j=k,�

pi,j




Pm,n
, if k ≤ m and � ≤ n;

0, otherwise.

Using the fact that (N, pm,n) is regular, one can prove that A transforms all null double
sequences, i.e., all double sequences converging to zero into convergent double sequences.

Since lim
k+�→∞

εk,� = 0,

lim
m+n→∞




∞,∞∑
k,�=0

am,n,k,�εk,�


 exists.

Thus,

lim
m+n→∞

βm,n = ms + lim
m+n→∞




∞,∞∑
k,�=0

am,n,k,�εk,�


 .

In other words,
∞,∞∑

m,n=0

am,nbm,n is (N, pm,n) summable to

ms + lim
m+n→∞




∞,∞∑
k,�=0

am,n,k,�εk,�


. This completes the proof of the theorem.

I thank the referee for his constructive suggestions.
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ON APPROXIMATE SOLUTION TO THE INVERSE
QUASI-VARIATIONAL INEQUALITY PROBLEM

Soumitra Dey and V. Vetrivel

Abstract. In the recent past, several existence theorems for the solution of inverse
variational problem which is a special case of variational inequality problems have
been established by several authors. In this paper, we have define an approximate
solution to inverse quasi-variational inequality problem in a locally convex Hausdorff
topological vector space.

1 Introduction The theory of variational inequality problems (VIP) and its applications
are well known in the last five decades. The notion of inverse variational inequality problem
(IVIP) has received the attention of researchers recently due to its applications in various
fields, such as traffic network problems, economic equilibrium problems (see, for example
[1]). Though, the inverse variational inequality problem is a special case (see [13]) of vari-
ational inequality problems, various authors [1, 11] have explored new sufficient conditions
for the existence of solution to inverse variational inequality problem, because of the fact
that the existence theorems for inverse variational inequality problem are stronger than
those for variational inequality problems.

He et. al. [6] introduced the inverse variational inequality problem to study the bipartite
market equilibrium problem. Zou et. al. [13] gave a novel method to solve inverse variational
inequality problems based on neural networks.

Recently, Aussel et. al. [2] have studied the inverse quasi-variational inequality problem
(IQVIP) with an application to road pricing problem and Han et. al. [1] have established
the existence of solution to the inverse quasi-variational inequality problem using fixed point
theorem and Fan-Knaster-Kuratowski-Mazurkiewicz (KKM) Lemma.

Let K be a non-empty subset of IRn and f : IRn → IRn. Let Φ : IRn → 2K be a set-valued
mapping. The inverse quasi-variational inequality problem is to find a vector x ∈ IRn such
that

f(x) ∈ Φ(x), �x, y − f(x)� ≥ 0,∀y ∈ Φ(x).(1)

When Φ(x) = Ω for all x ∈ IRn, where Ω is a non-empty subset of IRn, the inverse
quasi-variational inequality problem reduces to the inverse variational inequality problem,
that is, to find an x ∈ IRn such that

f(x) ∈ Ω, �x, y − f(x)� ≥ 0,∀y ∈ Ω.

For more details, one can also refer to [3, 4, 5, 7, 8, 9, 10].

Han et. al. [1] proved the following existence theorem.
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Theorem 1.1 Let f−1(K) be bounded convex and K ⊆ f(IRn) be compact. Assume that
(i) f is continuous on IRn and natural quasi IRn

+ -convex on f
−1(K),

(ii) f is monotone on f−1(K), and f−1(.) is l.s.c. on K,
(iii) Φ is continuous on IRn and for each u ∈ IRn , Φ(u) is convex closed, and f−1(Φ(u))
is bounded and convex with f−1(Φ(u)) ⊆ IRn

+.
Then, the inverse quasi-variational inequality has a solution.

When there is no solution to the inverse quasi-variational inequality problem especially
when the ranges of f and Φ do not intersect, one can look for an approximate solution,
as there is no possibility of the existence of solution. In this paper we give sufficient
conditions for the existence of an approximate solution to the inverse quasi-variational
inequality problem in infinite dimensional setting.

2 Basic definitions and results Let K be a non-empty subset of a locally convex Haus-
dorff topological vector space X, p be a continuous semi-norm on X and �·, ·� be a continuous
bilinear functional on X×X. Then, for any x ∈ X define dp(x,K) = inf {p(x− y), ∀y ∈ K}.
A point z ∈ K is said to be a best approximation to x with respect to p from K if
p(z − x) = dp(x,K). It is well known that[12] if K is a non-empty compact convex subset,
then such a best approximation from K exists to given any x in X. We say that K is
relatively compact if it’s closure is compact.

Definition 2.1 [15] Let X and Y be two Hausdorff topological spaces. A set-valued map-
ping Φ : X → 2Y is said to be
(i) upper semi-continuous (in short u.s.c) at x0 ∈ X if for any neighbourhood N0 of Φ(x0),
there exists a neighbourhood N (x0) of x0 such that

Φ(x) ⊆ N0, for all x ∈ N (x0).

(ii) lower semi-continuous (in short l.s.c) at x0 ∈ X if for any y0 ∈ Φ(x0) and any neigh-
bourhood N (y0) of y0, there exists a neighbourhood N (x0) of x0 such that

Φ(x) ∩N (y0) �= ∅, for all x ∈ N (x0).

A set-valued mapping Φ : X → 2Y is said to be continuous at a point x0 ∈ X if it is
both u.s.c and l.s.c at x0 ∈ X. It is said to be continuous on X, if it is continuous at every
point x ∈ X.

Definition 2.2 [17] Let X and Y be two topological vector spaces. A set-valued mapping
Φ : X → 2Y is said to be concave if

Φ(λx+ (1 − λ)y) ⊆ λΦ(x) + (1 − λ)Φ(y), for all x, y ∈ X and λ ∈ [0, 1].

Lemma 2.3 [15] Assume that X and Y are any two topological spaces and Φ : X → 2Y is
a set-valued mapping. Then Φ is lower semi-continuous at x0 ∈ X if and only if for any
net {xα} ⊆ X with xα −→ x0 and for any y0 ∈ Φ(x0), there exists a subnet {xβ} of {xα}
and a net yβ ∈ Φ(xβ) such that yβ −→ y0.

Let K be a non-empty subset of X. We call a set-valued mapping Φ : K → 2K Kakutani
factorizable [14] if Φ = Φn ◦ Φn−1 ◦ ..... ◦ Φ0, that is, if there is a diagram

Φ : K Φ0−−→ K1
Φ1−−→ K2 → ....

Φn−−→ Kn+1 = K,

where for each Φi is a non-empty set-valued mapping andKi is a convex subset ofX. For such
Kakutani factorizable mappings, Lassonde [14] proved the following fixed point theorem.
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Abstract. In the recent past, several existence theorems for the solution of inverse
variational problem which is a special case of variational inequality problems have
been established by several authors. In this paper, we have define an approximate
solution to inverse quasi-variational inequality problem in a locally convex Hausdorff
topological vector space.

1 Introduction The theory of variational inequality problems (VIP) and its applications
are well known in the last five decades. The notion of inverse variational inequality problem
(IVIP) has received the attention of researchers recently due to its applications in various
fields, such as traffic network problems, economic equilibrium problems (see, for example
[1]). Though, the inverse variational inequality problem is a special case (see [13]) of vari-
ational inequality problems, various authors [1, 11] have explored new sufficient conditions
for the existence of solution to inverse variational inequality problem, because of the fact
that the existence theorems for inverse variational inequality problem are stronger than
those for variational inequality problems.

He et. al. [6] introduced the inverse variational inequality problem to study the bipartite
market equilibrium problem. Zou et. al. [13] gave a novel method to solve inverse variational
inequality problems based on neural networks.

Recently, Aussel et. al. [2] have studied the inverse quasi-variational inequality problem
(IQVIP) with an application to road pricing problem and Han et. al. [1] have established
the existence of solution to the inverse quasi-variational inequality problem using fixed point
theorem and Fan-Knaster-Kuratowski-Mazurkiewicz (KKM) Lemma.

Let K be a non-empty subset of IRn and f : IRn → IRn. Let Φ : IRn → 2K be a set-valued
mapping. The inverse quasi-variational inequality problem is to find a vector x ∈ IRn such
that

f(x) ∈ Φ(x), �x, y − f(x)� ≥ 0,∀y ∈ Φ(x).(1)

When Φ(x) = Ω for all x ∈ IRn, where Ω is a non-empty subset of IRn, the inverse
quasi-variational inequality problem reduces to the inverse variational inequality problem,
that is, to find an x ∈ IRn such that

f(x) ∈ Ω, �x, y − f(x)� ≥ 0,∀y ∈ Ω.

For more details, one can also refer to [3, 4, 5, 7, 8, 9, 10].

Han et. al. [1] proved the following existence theorem.
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Theorem 2.4 [14] Let K be non-empty convex subset of a locally convex Hausdorff topo-
logical vector space X and a set-valued mapping Φ : K → 2K be Kakutani factorizable, that
is Φ=Φn ◦Φn−1 ◦ ..... ◦Φ0, where each Φi is non-empty compact convex valued upper semi-
continuous set-valued mapping. If Φ(K) is relatively compact, then Φ has a fixed point, that
is, there exists x0 ∈ K such that x0 ∈ Φ(x0).

We end this section with the following theorem which we will need in the proof of our
main theorem.

Theorem 2.5 [12, Theorem B] Let E and F be two locally convex topological vector spaces,
X be a non-empty compact and convex subset of E, Y be a non-empty subset of F , and
f, g : X × Y → R. If

(i) f(x, y) ≤ g(x, y),
(ii) for each x ∈ X, {y ∈ Y : f(x, y) > 0} is convex,
(iii) for each y ∈ Y , x → f(x, y) is lower semi-continuous on X,
(iv) for each y ∈ Y , {x ∈ X : g(x, y) ≤ 0} be non-empty and convex,
(v) g is lower semi-continuous on X × Y ,

then there exists x0 ∈ X such that f(x0, y) ≤ 0 for all y ∈ Y .

3 Existence of approximate solution to IQVIP We now prove our main theorem.

Theorem 3.1 Let K be a non-empty compact and convex subset of a locally convex Haus-
dorff topological vector space X. Let f : K → X be a continuous mapping and Φ : K → 2K

be a continuous set-valued mapping with non-empty compact convex values, satisfying the
following conditions:
(i) Φ is concave and Φ(K) is convex
(ii) for x1, x2 ∈ K and u1 ∈ Φ(x1), u2 ∈ Φ(x2), we have

�x1, u2 − z� + �x2, u1 − z� ≥ 0, for all z ∈ Ap

(iii) for each y ∈ Φ(K), {x ∈ K : �x, z − y� ≤ 0} is non-empty and convex for all z ∈ Ap,
where Ap =

∪
x∈K {z ∈ Φ(x) : p(z − f(x)) = dp(f(x),Φ(x))}.

Then, the inverse quasi-variational inequality problem (1) admits an approximate solution,
that is, there exist x0 ∈ K and z0 ∈ Φ(x0) such that

p(z0 − f(x0)) = dp(f(x0),Φ(x0)) and �x0, y − z0� ≥ 0, for all y ∈ Φ(x0).

Proof. Define a set-valued mapping S : K → 2K by S=S1 ◦ S0, where
S0 : K → 2Ap and S1 : Ap → 2K with

S0(x) = {z ∈ Φ(x) : p(z − f(x)) = dp(f(x),Φ(x))} and
S1(z) = {ω ∈ K : �ω, y − z� ≥ 0,∀y ∈ Φ(ω)} .

We first claim that S is a Kakutani factorizable set-valued mapping. By our assumption,
Φ(x) is compact, convex for each x ∈ K, and thus for every x ∈ K, f(x) has a best
approximation from Φ(x). Hence S0(x) is non-empty.

To show that S0(x) is closed, let {zα} be any net in S0(x) which converges to z. We
show that z ∈ S0(x). Since {zα} belongs to S0(x),

p(zα − f(x)) = dp(f(x),Φ(x)).

As Φ(x) is compact, z ∈ Φ(x). Letting α −→ ∞, we see that dp(f(x),Φ(x)) = p(z − f(x)),
that is, z ∈ S0(x) and hence S0(x) is closed. For each x ∈ K, Φ(x) is compact, hence S0(x)
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Abstract. In this note we provide complete metrics for a large class of fuzzy sets on
R which may not have bounded support and which may not even be measurable.

1 Introduction This note, a sequel to [9], continues to explore the problem of enlarging
the scope of fuzzy numbers. Kaleva [6] consolidated the approach of Goetschel and Voxmax
[5] in metrizing a larger class of fuzzy numbers, introduced by Dubois and Prade [3]. The
monograph by Diamond and Kloeden [2] elaborates the contributions of Kaleva as well as
their applications to differential equations besides other metrice on fuzzy sets. In the earlier
publication [9], the author modified Kaleva’s approach to metrize a class of fuzzy numbers
that may not have bounded supports. The present note provides a method of metrizing all
functions mapping R, the real number system into [0,1], generalizing the work of Congxin
Wu and Li [1].

2 A General Representation Theorem for Fuzzy Sets A general representation
theorem for fuzzy subsets of an arbitrary nonvoid set is described below. Unlike in other
representation theorems no assumptions involving either topology or convexity is made in
the following.

Proposition 2.1. Let X be a nonvoid set and u : X → [0, 1], a function such that u(x) = 1
for some x ∈ X. Let Cα = [u]α = {x ∈ X : u(x) ≥ α} for each α ∈ [0, 1]. Then

(i) for each α ∈ I, Cα is a nonempty subset of X;

(ii) Cβ ⊆ Cα for 0 ≤ α ≤ β ≤ 1;

(iii) Cα =
∞∩

i=1

Cαi for each sequence {αi} ↑ α in I.

Conversely if for a nonempty set X, there is a family of nonempty sets Cα, α ∈ [0, 1]
satisfying the properties (i), (ii) and (iii) above, then there is a unique function u : X →
[0, 1], viz. a fuzzy subset u of X such that [u]α = Cα for each α ∈ [0, 1] with u(x) = 1 for
some x ∈ X.

Proof. Since C1 �= φ, (i) and (ii) are clear. Let α ∈ [0, 1] and αi ↑ α. Then Cαi ⊇ Cα for

each i. So
∞∩

i=1

Cαi ⊇ Cα. If x ∈ Cαi , then u(x) ≥ αi for each i. So u(x) ≥ limαi = α. Thus

∞∩
i=1

Cαi ⊆ [u]α = Cα. Thus
∞∩

i=1

Cαi = Cα. If α = 0, and αi(∈ [0, 1]) ↑ α, then αi = 0. In

this case also (iii) is true.
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To prove the converse, define u : X → I by u(x) = sup{α ∈ I : x ∈ Cα}. Since C0 = X,
u(x) is well-defined for each x ∈ X. u(x) = 1 for some x as C1 is nonempty. If x ∈ [u]α, then
u(x) ≥ α. Define Ix = {β ∈ I : x ∈ Cβ}. Let α� = sup Ix. So α� = u(x) ≥ α. By assumption
(ii) Cα� ⊆ Cα. Thus [u]α ⊆ Cα. On the other hand for x ∈ Cα, u(x) = sup Iα = α� ≥ α
and so x ∈ [u]α. Thus Cα ⊆ [u]α and so [u]α = Cα for each α ∈ I. If for some v : X → I,
[v]α = Cα for each α ∈ I, then v(x) = u(x). Without loss of generality let v(x) = r > u(x).
Then [v]r = Cr �= [u]r, a contradiction. So u : X → I is uniquely defined.

We have a more general representation theorem.

Theorem 2.2. Let X =
∞∪

n=1

Xn be a set where X1 ⊆ X2 ⊆ · · · ⊆ Xn ⊆ Xn+1 ⊆ · · · and

each Xi is nonempty. Let u : X → [0, 1] be a function such that u[1] = {x ∈ X : u(x) ≥
1} ∩X1 �= φ. Then

(i) for each n, Cα,n = [u]α ∩Xn �= φ for all α ∈ [0, 1]: and [u]α =
∞∪

n=1

Cα,n;

(ii) Cβ,n ⊆ Cα,n for all 0 ≤ α ≤ β ≤ 1 for all n;

(iii) for αi ∈ [0, 1] and {αi} ↑ α ∈ [0, 1], Cα,n =
∞∩

i=1

Cαi,n for each n ∈ N.

Conversely if X is the countable union of an increasing sequence of nonempty sets (Xn)
and {Cα,n : α ∈ [0, 1], n ∈ N} is a family of nonempty subsets satisfying (i), (ii) and (iii)
above then there exists a unique u : X → [0, 1] such that for each α ∈ I and n ∈ N.
[u]α ∩Xn = Cα,n.

Proof. The proof of (i), (ii) and (iii) is easy and omitted.
For the proof of the converse define u : X → [0, 1] by u(x) = sup{α ∈ [0, 1] : x ∈

Cα,n for the smallest n ∈ N}. Since x ∈ X =
∞∪

n=1

Xn, x ∈ Xn0 for the least n0 ∈ N. Let

u(x) = α0. Then x ∈ Cα0,n0 . Further [u]
α =

∪
n∈N

Cα,n. Since C1,1 is nonempty [u]1 �= φ and

for 0 ≤ α ≤ β ≤ 1. [u]β ⊆ [u]α as Cβ,n ⊆ Cα,n for all n ∈ N. If αi ↑ α αi, α ∈ [0, 1], then

by (iii) Cα,n =
∞∩

i=1

Cαi,n for each n ∈ N. So [u]α =
∪
n∈N

Cα,n =
∞∩

i=1

∪
n∈N

Cαi,n =
∞∩

i=1

[u]αi .

If u �= v, then for some x0 u(x0) > v(x0) without loss of generality. So for some r,
u(x0) > r > v(x0). Or [u]r =

∪
n∈N

Cr,n �= [v]r as x0 ∈ [u]r, though x0 �∈ [v]r. Thus u is

uniquely defined.

3 Outer Measure Spaces Let X be a nonvoid set with a hereditary σ-algebra S . Let
µ∗ : S → [0,∞] be a nonnegative extended valued countably subadditive (set) function such
that µ(φ) = 0. Such a (set) function is called an outer measure and the triple (X,S , µ∗)

is known as an outer measure space. An outer measure µ∗ is called σ-finite if X =
∞∪

n=1

Xn

where Xn ∈ S , µ∗(Xn) is finite for each n ∈ N.
It is known that an outer measure for which µ∗(X) < +∞ induces metrics naturally. The

following theorem is esentially due to Frechet [5] and rediscovered by Meyer and Sprinkle
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Abstract. In this note we provide complete metrics for a large class of fuzzy sets on
R which may not have bounded support and which may not even be measurable.

1 Introduction This note, a sequel to [9], continues to explore the problem of enlarging
the scope of fuzzy numbers. Kaleva [6] consolidated the approach of Goetschel and Voxmax
[5] in metrizing a larger class of fuzzy numbers, introduced by Dubois and Prade [3]. The
monograph by Diamond and Kloeden [2] elaborates the contributions of Kaleva as well as
their applications to differential equations besides other metrice on fuzzy sets. In the earlier
publication [9], the author modified Kaleva’s approach to metrize a class of fuzzy numbers
that may not have bounded supports. The present note provides a method of metrizing all
functions mapping R, the real number system into [0,1], generalizing the work of Congxin
Wu and Li [1].

2 A General Representation Theorem for Fuzzy Sets A general representation
theorem for fuzzy subsets of an arbitrary nonvoid set is described below. Unlike in other
representation theorems no assumptions involving either topology or convexity is made in
the following.

Proposition 2.1. Let X be a nonvoid set and u : X → [0, 1], a function such that u(x) = 1
for some x ∈ X. Let Cα = [u]α = {x ∈ X : u(x) ≥ α} for each α ∈ [0, 1]. Then

(i) for each α ∈ I, Cα is a nonempty subset of X;

(ii) Cβ ⊆ Cα for 0 ≤ α ≤ β ≤ 1;

(iii) Cα =
∞∩

i=1

Cαi for each sequence {αi} ↑ α in I.

Conversely if for a nonempty set X, there is a family of nonempty sets Cα, α ∈ [0, 1]
satisfying the properties (i), (ii) and (iii) above, then there is a unique function u : X →
[0, 1], viz. a fuzzy subset u of X such that [u]α = Cα for each α ∈ [0, 1] with u(x) = 1 for
some x ∈ X.

Proof. Since C1 �= φ, (i) and (ii) are clear. Let α ∈ [0, 1] and αi ↑ α. Then Cαi ⊇ Cα for

each i. So
∞∩

i=1

Cαi ⊇ Cα. If x ∈ Cαi , then u(x) ≥ αi for each i. So u(x) ≥ limαi = α. Thus

∞∩
i=1

Cαi ⊆ [u]α = Cα. Thus
∞∩

i=1

Cαi = Cα. If α = 0, and αi(∈ [0, 1]) ↑ α, then αi = 0. In

this case also (iii) is true.
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[8] (see MR 0104211 21 # 2968 for [8] by F.B. Jones). Since it is not widely known, both
the statement and the proof are presented here for the sake of completeness.

Theorem 3.1. Let (X,S , µ∗) be an outer measure space for which µ∗(X) < +∞, S being
a hereditary σ-algebra on a nonvoid set X. The functions ρ and δ defined on S by

ρ(A,B) = µ∗(A−B) + µ∗(B −A)
δ(A,B) = µ∗[(A−B) ∪ (B −A)]

for A,B ∈ S define pseudometrics on S . Further ρ and δ are complete pseudometrics.
By defining equivalence relations A ∼ B in S if ρ(A,B) = 0 or δ(A,B) = 0 the set of all
equivalence classes in S becomes a complete metric space under ρ or δ. Also ρ(A,B) = 0
or δ(A,B) = 0 if and only if A ∪ Z1 = B ∪ Z2 where µ∗(Zi) = 0 for i = 1, 2.

Proof. Clearly ρ(A,A) and δ(A,A) = 0 for all A ∈ S . Further ρ(A,B) = ρ(B,A) and
δ(A,B) = δ(B,A) for all A,B ∈ S , ρ(A,B) = 0 implies µ∗(A − B) = µ∗(B − A) = 0. So
A∪B = A∪B−A = A∪Z1 with µ∗(Z1) = µ∗(B−A) = 0 and A∪B = B∪A−B = B∪Z2

with Z2 = A − B and µ∗(Z2) = 0. This is true for δ as well, for δ(A,B) = 0 implies
µ∗(A − B ∪ B − A) = 0 leading to A ∪ B = A ∪ Z1 = A ∪ B − A = B ∪ Z2 = B ∪ A − B
with µ∗(Zi) = 0, i = 1, 2 as before. If A ∪ Z1 = B ∪ Z2 where m∗(Zi) = 0 for i = 1, 2,
m∗(A − B) ≤ m∗(B ∪ Z2 − B) = m∗(B ∩ Bc ∪ Bc ∩ Z2) ≤ m∗(Z2) = 0. Similarly
m∗(B−A) ≤ m∗(A∪Z1−A) ≤ m∗(A∩Ac∪Z1∩Ac) ≤ m∗(Z1) = 0. So ρ(A,B) = m∗(A−
B)+m∗(B−A) = 0. Similarly δ(A,B) = m∗(A−B∪B−A) ≤ m∗(A−B)+m∗(B−A) = 0.
For A,B,C ∈ S

ρ(A,B) = m∗(A−B) +m∗(B −A)
≤ m∗(A− C ∪ C −B) +m∗(B − C ∪ C −A)
≤ m∗(A− C) +m∗(C −B) +m∗(B − C) +m∗(C −A)
= ρ(A,C) + ρ(C,B)

Similarly

δ(A,B) = m∗(A−B ∪B −A)
≤ m∗(A− C ∪ C −B ∪B − C ∪ C −A)
≤ m∗(A− C ∪ C −A) +m∗(C −B ∪B − C)
= δ(A,C) + δ(C,B)

Thus both ρ and δ are pseudometrics on S .
We now prove that (S , ρ) as well as (S , δ) are both complete. Let (Cn) be a sequence

of sets in S . Suppose it is Cauchy in (S , ρ). It suffices to show that a subsequence of (Cn)
converges to an element C inS . Choose a subsequence Cni of Cn such that ρ(Cni , Cnj ) <

1
2i

for i ∈ N and j > i.

Define Dk =
∞∩

i=k

Cni , Ek =
∞∪

i=k

Cni for k ∈ N, D =
∞∪

k=1

Dk =
∞∪

k=1

∞∩
i=k

Cni = limCni and

E =
∞∪

k=1

Ek =
∞∩

k=1

∞∪
i=k

Cni = limCni . As S is a σ-algebra, D,E,Dk and Ek ∈ S . For each

k ∈ N, Dk ⊆ D ⊆ E ⊆ Ek.
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that may not have bounded supports. The present note provides a method of metrizing all
functions mapping R, the real number system into [0,1], generalizing the work of Congxin
Wu and Li [1].

2 A General Representation Theorem for Fuzzy Sets A general representation
theorem for fuzzy subsets of an arbitrary nonvoid set is described below. Unlike in other
representation theorems no assumptions involving either topology or convexity is made in
the following.

Proposition 2.1. Let X be a nonvoid set and u : X → [0, 1], a function such that u(x) = 1
for some x ∈ X. Let Cα = [u]α = {x ∈ X : u(x) ≥ α} for each α ∈ [0, 1]. Then

(i) for each α ∈ I, Cα is a nonempty subset of X;

(ii) Cβ ⊆ Cα for 0 ≤ α ≤ β ≤ 1;

(iii) Cα =
∞∩

i=1

Cαi for each sequence {αi} ↑ α in I.

Conversely if for a nonempty set X, there is a family of nonempty sets Cα, α ∈ [0, 1]
satisfying the properties (i), (ii) and (iii) above, then there is a unique function u : X →
[0, 1], viz. a fuzzy subset u of X such that [u]α = Cα for each α ∈ [0, 1] with u(x) = 1 for
some x ∈ X.

Proof. Since C1 �= φ, (i) and (ii) are clear. Let α ∈ [0, 1] and αi ↑ α. Then Cαi ⊇ Cα for

each i. So
∞∩

i=1

Cαi ⊇ Cα. If x ∈ Cαi , then u(x) ≥ αi for each i. So u(x) ≥ limαi = α. Thus

∞∩
i=1

Cαi ⊆ [u]α = Cα. Thus
∞∩

i=1

Cαi = Cα. If α = 0, and αi(∈ [0, 1]) ↑ α, then αi = 0. In

this case also (iii) is true.
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Now

m∗(Ek − Cnk
) = m∗

( ∞∪
i=1

Cni − Cnk

)

≤
∞∑

i=k

m∗(Cni − Cnk
)

≤ 1
2k−1

.

So ρ(Ek, Cnk
) = m∗(Ek − Cnk

)→ 0 as k → ∞.

m∗(Cnk
−Dk) = m∗

(
Cnk

∩

( ∞∪
i=k

Cc
ni

))

≤
∞∑

i=k

m∗(Cnk
− Cni) ≤

∞∑
i=k

ρ(Cnk
, Cni)

≤ 1
2k−1

So ρ(Cnk
, Dk) = m∗(Cnk

−Dk)→ 0, as k → ∞.
Since ρ(Ek, Dk) ≤ ρ(Ek, Cnk

) + ρ(Cnk
, Dk)

lim
k→∞

ρ(Ek, Dk) = 0

Since ρ(E,D) ≤ ρ(Ek, Dk) as
Dk ⊆ D ⊆ E ⊆ Ek for all k, ρ(E,D) = 0
Thus limCni = limCni = E or D and ρ(E,Cnk

)→ 0 as k → ∞.
So (Cnk

) converges to E(= D) in (S , ρ) and hence (Cn) converges to E(= D) in (S , ρ)
and hence (Cn) converges to E(= D) in (S , ρ). Thus (S , ρ) is complete.
If (Cn) is Cauchy in (S , δ) as before choose a subseqeunce (Cni) of (Cn) such that

δ(Cni , Ck) < 1
2c for all k ≥ ni.

δ(Ek − Cnk
) = m∗

( ∞∪
i=k

Cni − Cnk

)

≤
∞∑

i=k

m∗(Cni − Cnk
)

≤ 1
2k−1

.

So lim
k→∞

δ(Ek, Cnk
) = 0

Also

δ(Cnk
, Dk) = m∗

(
Cnk

∩

( ∞∪
i=k

Cc
ni

))

≤
∞∑

i=k

m∗(Cnk
− Cni)

≤
∞∑

i=k

δ(Cnk
, Cni)

≤ 1
2k−1
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1 Introduction This note, a sequel to [9], continues to explore the problem of enlarging
the scope of fuzzy numbers. Kaleva [6] consolidated the approach of Goetschel and Voxmax
[5] in metrizing a larger class of fuzzy numbers, introduced by Dubois and Prade [3]. The
monograph by Diamond and Kloeden [2] elaborates the contributions of Kaleva as well as
their applications to differential equations besides other metrice on fuzzy sets. In the earlier
publication [9], the author modified Kaleva’s approach to metrize a class of fuzzy numbers
that may not have bounded supports. The present note provides a method of metrizing all
functions mapping R, the real number system into [0,1], generalizing the work of Congxin
Wu and Li [1].

2 A General Representation Theorem for Fuzzy Sets A general representation
theorem for fuzzy subsets of an arbitrary nonvoid set is described below. Unlike in other
representation theorems no assumptions involving either topology or convexity is made in
the following.

Proposition 2.1. Let X be a nonvoid set and u : X → [0, 1], a function such that u(x) = 1
for some x ∈ X. Let Cα = [u]α = {x ∈ X : u(x) ≥ α} for each α ∈ [0, 1]. Then

(i) for each α ∈ I, Cα is a nonempty subset of X;

(ii) Cβ ⊆ Cα for 0 ≤ α ≤ β ≤ 1;

(iii) Cα =
∞∩

i=1

Cαi for each sequence {αi} ↑ α in I.

Conversely if for a nonempty set X, there is a family of nonempty sets Cα, α ∈ [0, 1]
satisfying the properties (i), (ii) and (iii) above, then there is a unique function u : X →
[0, 1], viz. a fuzzy subset u of X such that [u]α = Cα for each α ∈ [0, 1] with u(x) = 1 for
some x ∈ X.

Proof. Since C1 �= φ, (i) and (ii) are clear. Let α ∈ [0, 1] and αi ↑ α. Then Cαi ⊇ Cα for

each i. So
∞∩

i=1

Cαi ⊇ Cα. If x ∈ Cαi , then u(x) ≥ αi for each i. So u(x) ≥ limαi = α. Thus

∞∩
i=1

Cαi ⊆ [u]α = Cα. Thus
∞∩

i=1

Cαi = Cα. If α = 0, and αi(∈ [0, 1]) ↑ α, then αi = 0. In

this case also (iii) is true.
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Thus lim
k→∞

δ(Cnk
, Dk) = 0. Now as δ(Dk, Ek) ≤ δ(Dk, Cnk

)+ δ(Cnk
, Ek), lim

k→∞
δ(Dk, Ek) =

0. Since δ(E,D) = m∗(E−D) ≤ m∗(Ek−Dk) = δ(Ek, Dk) for all k, δ(E,D) = 0 or E−D.
Thus Cnk

converges to E = limCni = limCni = D. So δ(E(= D), Cn) → 0 as n → ∞.
Thus (S , δ) is complete.

Considering the set of all equivalence classes of sets in S induced by the equivalence
relation A ∼ B if and only if ρ(A,B)� = 0 or δ(A,B) = 0 the metric induced by ρ or δ is
complete.
In this context we recall the following definition (see Dugundji [4]).

Definition 3.2. Let D = {Dλ : λ ∈ Λ} be a family of pseudometrics on a nonvoid set X.
The topology τ(D) with the subbase {B(x; dλ, �)(= {y ∈ X : dλ(x, y) < �}} where � > 0 and
dλ, a pseudometric on X is called a gauge space, the family D being a gauge. The gauge is
called separating if for x, y ∈ X x �= y, there exists λ0 ∈ Λ such that dλ0(x, y) > 0. (Clearly
a gauge is separating if and only if the topology is Hausdorff).

Definition 3.3. Let (X,D) be a gauge space. A sequence (xn) is called Cauchy if dλ(xm, xn)→
0 as m,n→ ∞ for each λ ∈ Λ. The gauge space is said to be sequentially complete if every
Cauchy sequence in X is convergent.

Remark 3.4. A topological space is a gauge space if and only if it is a Tychonoff space.
A necessary and sufficient condition for a gauge space to be metrizable is that it has a
countable gauge. For these and related results Dugundji [4] may be referred.

We have the following theorems whose straight-forward proofs are left as exercises.

Theorem 3.5. Let (X,S , µ∗) be an outer measure space with a hereditary σ-algebra S .

Suppose X =
∞∪

n=1

Xn where X1 ⊆ X2 · · · ⊆ Xn ⊆ Xn+1 ⊆ · · · with µ∗(Xn) < +∞ for

all n. Then (S , D)((S , D�)) is a Hausdorff complete metrizable gauge space. Here D =
{ρn : n ∈ N}, D� = {δn : n ∈ N} where ρn(A,B) = ρ(A ∩ Xn, B ∩ Xn) and δn(A,B) =
δ(A ∩ Xn, B ∩ Xn) for n ∈ N, ρ and δ being the metrics defined in Theorem 3.1. Also
A,B ∈ S for which ρn(A,B) = 0 (δn(A,B) = 0) for all n are identified as equal.

Theorem 3.6. Let (X,S , µ) be a complete measure space. Suppose X =
∞∪

n=1

Xn where

X1 ⊆ X2 · · · ⊆ Xn ⊆ Xn+1 ⊆ · · · with µ(Xn) < +∞ for all n ∈ N. Then (S , D)((S , D�))
is a Hausdorff complete metrizable gauge space. Here D = {ρn : n ∈ N} and D� = {δn : n ∈
N} where ρn(A,B) = µ(Xn ∩ (A − B)) + µ(Xn ∩ (B − A)) and δn(A,B) = µ{Xn ∩ ((A −
B) ∪ (B − A))} for each n ∈ N. In S sets A,B with ρn(A,B) = 0 (δn(A,B) = 0) for all
n ∈ N are treated equivalent.

4 Fuzzy Subsets of an Outer Measure Space In this section we provide a metrical
structure for a class of fuzzy subsets of an outer measure space (X,S , µ∗) defined on a
hereditary σ-algebra S . This is described in Theorem 4.1 and Theorem 4.2 and Corollary
4.3 point out how a wide class of fuzzy subsets of Rn or R can be endowed with a complete
metric.

Theorem 4.1. Let (X,S , µ∗) be an outer measure space, S being a hereditary σ-algebra

with X =
∞∪

n=1

Xn, where X1 ⊆ X2 ⊆ · · · ⊆ Xn ⊆ Xn+1 ⊆ · · · and µ∗(Xn) < +∞ for all n ∈

N. Let F 1
A(x) be the set of all functions u : X → [0, 1] such that {x ∈ X : u(x) ≥ α} ∈ S for
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2 A General Representation Theorem for Fuzzy Sets A general representation
theorem for fuzzy subsets of an arbitrary nonvoid set is described below. Unlike in other
representation theorems no assumptions involving either topology or convexity is made in
the following.

Proposition 2.1. Let X be a nonvoid set and u : X → [0, 1], a function such that u(x) = 1
for some x ∈ X. Let Cα = [u]α = {x ∈ X : u(x) ≥ α} for each α ∈ [0, 1]. Then

(i) for each α ∈ I, Cα is a nonempty subset of X;

(ii) Cβ ⊆ Cα for 0 ≤ α ≤ β ≤ 1;

(iii) Cα =
∞∩

i=1

Cαi for each sequence {αi} ↑ α in I.

Conversely if for a nonempty set X, there is a family of nonempty sets Cα, α ∈ [0, 1]
satisfying the properties (i), (ii) and (iii) above, then there is a unique function u : X →
[0, 1], viz. a fuzzy subset u of X such that [u]α = Cα for each α ∈ [0, 1] with u(x) = 1 for
some x ∈ X.

Proof. Since C1 �= φ, (i) and (ii) are clear. Let α ∈ [0, 1] and αi ↑ α. Then Cαi ⊇ Cα for

each i. So
∞∩

i=1

Cαi ⊇ Cα. If x ∈ Cαi , then u(x) ≥ αi for each i. So u(x) ≥ limαi = α. Thus

∞∩
i=1

Cαi ⊆ [u]α = Cα. Thus
∞∩

i=1

Cαi = Cα. If α = 0, and αi(∈ [0, 1]) ↑ α, then αi = 0. In

this case also (iii) is true.
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each α ∈ [0, 1] and u and v for which µ∗{x : u(x) �= v(x)} = 0 are treated as equal in F 1
A(x).

Further suppose there exists A ∈ S with A ⊆ {x : u(x) ≥ 1} ⊆ X1 for all u in F 1
A(X) and

µ∗(A) > 0. Define ∆n,∆�
n : F

1
A(X) × F 1

A(X) → R+ by ∆n(u, v) = sup
0≤α≤1

ρ([u]α, [v]α) and

∆�
n(u, v) = sup

0≤α≤1
δ([u]α, [v]α). Then {F 1

A(X),∆n : n ∈ N} and {F 1
A(X),∆

�
n : n ∈ N} are

Hausdorff, gauge spaces which are complete metrizable spaces.

Proof. Since ∆n(u, v) = ∆n(v, u) and ∆n(u, v) ≤ ∆n(u,w) + ∆n(w, v) for all n each ∆n

is a pseudometric on F 1
A(X). Further for ∆n(u, v) = 0 for all n [u]α = [v]α on X for

all α ∈ [0, 1]. Since [u]r = [v]r for all rationals in [0, 1] it follows that u = v almost
everywhere on X with respect to µ∗. Thus {F �(U),∆n : n ∈ N} is a Hausdorff gauge
space. Let un be a Cauchy sequence in {F 1

A(U),∆n}. Since sup
α∈I

ρ(Xn ∩ [up]α, Xn ∩ [uq]α) is

Cauchy in (X, ρ), there exists Cα
n such that sup

α∈I
ρ(Xn ∩ [um]α, Cα

n )→ 0 as m→ ∞. Define

Cα =
∞∪

n=1

Cα
n . Clearly C

α ∈ S for each α ∈ [0, 1]. Since [um]β for β ≥ α, α, β ∈ [0, 1],

for each n ∈ N Xn ∩ [um]β ⊆ Xn ∩ [um]α. As m → ∞, since [um]β → Cβ = lim[um]β .
Xn ∩ Cβ ⊆ Xn ∩ lim[um]α = Xn ∩ Cα. If αi ↑ α in [0, 1], lim

i→∞
[um]αi ∩Xn = [um]α ∩Xn.

ρ([um]αi∩Xn, C
αi
n ) < � for allm ≥ m0 for all α. Now as αi ↑ α, P ([um]αi∩Xn, [um]α∩Xn) <

� for i ≥ i0. So ρ([um]αi ∩Xn, C
α
n ) ≤ ρ([um]αi ∩Xn, [um]α ∩Xn)+ ρ([um]α ∩Xn, C

α
n ) < 2�.

So as m→ ∞ ρ(Cαi
n , Cα

n ) ≤ 2� for i ≥ i0

Hence Cαi
n → Cα

n as limC
αi
n =

∞∩
i=1

Cαi
n . Also [un]1 ⊇ A for all n. So lim

n→∞
[un]1 =

C1 ⊇ A. Thus {F 1(X),∆n : n ∈ N} is a Hausdorff countable gauge space which is
sequentially complete. So it is metrizable and complete. One can generate the gauge

topology using the metric ∆(u, v) =
∞∑

n=1

min(1,∆n(u, v))
2n

or
∞∑

n=1

∆n(u, v)
2nµ∗(Xn)

A similar argument shows that F 1
A(X,S , µ∗) with the countable gauge {∆�

n : n ≥ N} is
Hausdorff and completely metrizable and

∆�(u, v) =
∞∑

n=1

min(1,∆�
n(u, v))
2n

or

=
∞∑

n=1

∆�
n(u, v)

2nµ∗(Xn)

gives a complete metric.

The following theorem can be proved along similar lines.

Theorem 4.2. Let (X,S , µ) be a complete measure space where X =
∞∪

n=1

Xn where X1 ⊆

X2 ⊆ · · · ⊆ Xn ⊆ Xn+1 ⊆ · · · and 0 < µ(Xn) < +∞ for all n. Let F 1
A(X,S , µ) be the set

of measurable functions mapping X into [0, 1] such that for some A ⊆ X1 with µ(A) > 0
and u[1] ⊇ A. Then F 1

M (X) is a Hausdorff complete metrizable gauge space with the gauge
{∆n : n ∈ N} or {∆�

n : n ∈ N} where

∆n(u, v) = sup
0≤α≤1

ρn([u]α, [v]α) and

∆�
n(u, v) = sup

0≤α≤1
δn([u]α, [v]α)
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Abstract. In this note we provide complete metrics for a large class of fuzzy sets on
R which may not have bounded support and which may not even be measurable.

1 Introduction This note, a sequel to [9], continues to explore the problem of enlarging
the scope of fuzzy numbers. Kaleva [6] consolidated the approach of Goetschel and Voxmax
[5] in metrizing a larger class of fuzzy numbers, introduced by Dubois and Prade [3]. The
monograph by Diamond and Kloeden [2] elaborates the contributions of Kaleva as well as
their applications to differential equations besides other metrice on fuzzy sets. In the earlier
publication [9], the author modified Kaleva’s approach to metrize a class of fuzzy numbers
that may not have bounded supports. The present note provides a method of metrizing all
functions mapping R, the real number system into [0,1], generalizing the work of Congxin
Wu and Li [1].

2 A General Representation Theorem for Fuzzy Sets A general representation
theorem for fuzzy subsets of an arbitrary nonvoid set is described below. Unlike in other
representation theorems no assumptions involving either topology or convexity is made in
the following.

Proposition 2.1. Let X be a nonvoid set and u : X → [0, 1], a function such that u(x) = 1
for some x ∈ X. Let Cα = [u]α = {x ∈ X : u(x) ≥ α} for each α ∈ [0, 1]. Then

(i) for each α ∈ I, Cα is a nonempty subset of X;

(ii) Cβ ⊆ Cα for 0 ≤ α ≤ β ≤ 1;

(iii) Cα =
∞∩

i=1

Cαi for each sequence {αi} ↑ α in I.

Conversely if for a nonempty set X, there is a family of nonempty sets Cα, α ∈ [0, 1]
satisfying the properties (i), (ii) and (iii) above, then there is a unique function u : X →
[0, 1], viz. a fuzzy subset u of X such that [u]α = Cα for each α ∈ [0, 1] with u(x) = 1 for
some x ∈ X.

Proof. Since C1 �= φ, (i) and (ii) are clear. Let α ∈ [0, 1] and αi ↑ α. Then Cαi ⊇ Cα for

each i. So
∞∩

i=1

Cαi ⊇ Cα. If x ∈ Cαi , then u(x) ≥ αi for each i. So u(x) ≥ limαi = α. Thus

∞∩
i=1

Cαi ⊆ [u]α = Cα. Thus
∞∩

i=1

Cαi = Cα. If α = 0, and αi(∈ [0, 1]) ↑ α, then αi = 0. In

this case also (iii) is true.
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for u, v ∈ F 1
m(X). ρn and δn are as in Theorem 3.6.

Corollary 4.3. Let µ∗ be the Lebesgue outer measure on X = Rn. Then for any A ⊆
B(0; 1) the unit open ball with µ∗(A) > 0, F 1

A(X, 2
X , µ∗), the set of all fuzzy subsets u of Rn

with u[1] ⊇ A is a sequentially complete Hausdorff gauge space with the gauge {∆n : n ∈ N}
or {∆�

n : n ∈ N} where ∆n and ∆�
n are as in Theorem 4.1.

Corollary 4.4. If µ∗ is the Lebesgue measure on Rn and A ⊆ B(0, 1) the unit open ball in
Rn with µ(A) > 0. Then F 1

µ(Rn,S , µ) the set of all fuzzy Lebesgue measurable subsets of Rn

with [u]1 ⊇ A is a sequentially complete Hausdorff gauge space with the gauge {∆n : n ∈ N}
or {∆�

n : n ∈ N} where ∆n and ∆�
n are as in Theorem 4.2.

Remark 4.5. As the space of Lebesgue outer measurable subsets of (0, 1) or the unit ball in
Rn with the metrics ρ or δ induced by the Lebesgue outer measure is not separable, F 1

A(R, 2R)
or F 1

A(Rn, 2Rn

) with the gauge {∆n : n ∈ N} or {∆�
n : n ∈ N} described in Theorem 4.1 is

not separable.

Remark 4.6. Characteristic functions of singletons in R are identified with fuzzy real
numbers in the Kaleva approach to fuzzy real numbers. However as singletons have zero
Lebesgue measure, the characteristic functions of singletons are all equivalent to the zero
function and so cannot be used to represent fuzzy real numbers in F 1(R). However this
can be remedied by considering the product metric space F 1(R)× R with the corresponding
metric of the product space so that the real number system can be isometrically embedded
in this product space. This is similar to embedding the real numbers isometrically in the
complex plane or R2.

Remark 4.7. When (X,S , µ∗) is a finite outer measure space, then F 1
U (X,S , µ∗), the set

of all fuzzy subsets u : X → [0, 1] with [u]1 ⊇ A and µ∗(A) > 0 is a complete metric space
under the metrics

ρ(u, v) = sup
0≤α≤1

{m∗([u]α − [v]α) +m∗([v]α − [u]α)]

δ(u, v) = sup
0≤α≤1

{m∗[([u]α − [v]α) ∪ ([v]α − [u]α)]

Finally we provide just one example to show that certain fuzzy functional equations
can be solved in this setting, affording greater flexibility and scope for solving nonlinear
equations involving fuzzy numbers which are neither upper semicontinuous nor convex.

Example 4.8. Let X be [0,1] and µ∗ the Lebesgue outer measure on the power set 2X of
X. Let A be a non-measurable subset of X with positive outer measure and F 1

A(X,S , µ∗)
the set of all fuzzy subsets u : X → [0, 1] such that [u]1 ⊇ A. Define T : F 1

A(X) → F 1
A(X)

by [Tu]α = [v]α = f{x : u(x) ≥ α} ∪ A where f(x) = e−x+x
2 . Since µ∗([Tu1]α − [Tu2]α) +

µ∗([Tu2]α − [Tu1]α) ≤ 1
2µ

∗([u1]α − [u2]α) + µ∗([u2]α − [u1]α) and F 1
A(X) is complete and

∆(Tu1, Tu2) ≤ 1
2∆(u1, u2), T has a unique fixed point which is a solution of the functional

equation Tu = u in F 1
A(X).
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To the memories of Som Naimpally and Joe Diestel

Abstract

Let Q be the unit cube in Rn centered at the Origin O and H a
hyperplane through O.The intersection is called a central Cube slice and
its study was initiated by Hadwiger, Henesley and Vaaler , continued by
Ball and others. A zonoid is the range of a non atomic vector measure
into Rn . In this paper, when n = 4 we give examples ofnon -zonoid cube
slices. Let H: x + y +z +t =0 ; the slice has triangle faces and is not a
zonoid. This contrasts with a result inR3,where it follows from a classical
Theorem due to Herz and Lindenstrauss that every central cube slice is a
zonoid( zonotope). We also give nontrivial examples in which the slice is
a zonoid. For ex. let H : ax + y + z+t=0 with a>1. If a≥ 3 , the slice is
a zonotope. Otherwise it has faces that are trapeziums or pentagons and
is not a zonoid.We also give other examples of the like nature.

1 Introduction

1.1 Slices Zonoids ,Zonotopes
Let us recall the result from [3]:– Let Qn =Q =unit cube in Rn centered at

Origin O; ie. Q= {x = (xk) : |xk| ≤
1

2
}.

Let H be a vector subspace of dimension n-1, ie. a plane thru the Origin
with equation : H= ( x= ( xk ) with x .a =0 ) for a( non zero) vector a in Rn.
The intersection of H andQ will be called central slice or, slice. Following [ 3
] we denote by|A| the appropriate volume /area of the measurable set A ,and
assume n ≥2. As other examples let us note the papers [7 ], [ 8],[ 13]initial to this
subject , and the surveys [5], [10] [14] ]that treats many related topicsWenote
the p th powerof Lp norm of the sinc function in [3] : for (p≥ 2 ):

Ip =
1

π



R

|sint|p

|t||p
dt (1)

An upperbound for this is:-

√
2

√
p
, with equality iff p = 2. The lower bound

is assumed by H: xk= 0 and upper only if n=2 and H: x+ y=0 or with x− y=0

EXAMPLE OF CUBE SLICES THAT ARE NOT ZONOIDS

R.Anantharaman
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Let us mention that Valler[13] considers concepts of analytic interest; his
results not only prove lower bound but also apply to Minkowski’s Theorem on
Linear foirms.

We note that there are alsoresults on sections by centralplanes of dimension
k( see [14] TH 1.2, 1.3 p 154), alsodue toBall. We treat only the case k= n-1.

This estimate is in [3 ]; see also [10, Ch1]. The proof of this estimatein [3,
p468] is with ” direct ” and uses only elementary methods . The one in [10]
uses Fourier methods.This integral Ip has found use in wavelets[ 11 ]

For our needs we use the more precise values also from ( [3] Lemma3) below
,see eq(9), (10). In [3] this is derived ,first using Characteristic functions( =
Fourier Transform) then the standard Inverse Fourier Formula .

As pointed out by an anonymous referee (of another paper)– see Acknowl-
edgements –this I4 is in the classic, [ 12] ( also in [9]); see [10] for many related
deeper results However we use the formula from [3] for vol of slice of cube .
Our interest is more in the sliceitself .With n=4 in Sec 3we give example ofa a
( central)slice that has a triangle face, and isnot nota zonoid ( ”face” ) defined
below).On the other hand,in Sec 4 we give examples of slices that are zonoids,
and othersthat have a pentagon or trapezium face and so are not.

Notation and preliminaries : We write an element of R4 as (x, y, z, t)
and use a, b, c, d as coefficients. Below we avoid the case when H is paralll to
acoordinate hyperplane;inthis case the slice is a Cube of lower dimension and
so a zonoid

Let a hyperplane be H : ax + by + cz + dt =0 .As in [ 8 ], we may assume
that no coefficient is zero, and next they are all positive. Further we may
assumethat a≥b≥c≥d and then by dividing by d, that H: ax + by + cz + t =0
with a≥b≥c≥1. In all examples of non zonoids we consider the equation [ t=
-1/2] to get a Face that is atriangle,trapezium or pentagon( disqualifying slice
fombeig a zonoid : see beginning of Sec 3).

In ex 3.1 we consider the case when a=b=c(= 1); and as mentioned above
show that the slice has triangular faces and so not a zonoid(” face” defined
below).The sections of this sliceby planes[ t= -c] with 0 < c < 1/2 are hexagons
.These tend to the triangle face as c tends to 1/2 . We may feel that ” cube
slices in R4 are never nontrivial zonoids”. Hencein ex 4.1 we consider H: a x +
y + z + t =0 with a > 1 Now the slice is a zonoid if a≥3 and is a paralletope;in
the contrary cases the slice has pentagon faces and isnot a zonoid . In Ex4.2 we
consider H:a( x +y)+ z +t=0 ; the slice is not a zonoid onaccount of trapezium
faces.In Ex 4.3 we have H: a(x + y) +z +t=0and slice has pentagon faces In
ex4.4 Webriefly indicate special cases of H: ax + by + z +t=0 witha > b >1.
As the methods in these examples is same asthe one in Ex 3.1 we donot give
details. In Ex.4.4 we consider the case of H:ax + by + cz + t = 0.Slice is a
paralleotope in case a≥b + c + 1 and b≥c + 1. If (i) and (ii) both fail then the
slice has pentagon faces and is not a zonoid

We give these as samples ; and do not consider every possible case .Roughly
, the non zonoids prevail in our list of examples.

DiagramThey will help.

R.Anantharaman

To the memories of Som Naimpally and Joe Diestel

Abstract

Let Q be the unit cube in Rn centered at the Origin O and H a
hyperplane through O.The intersection is called a central Cube slice and
its study was initiated by Hadwiger, Henesley and Vaaler , continued by
Ball and others. A zonoid is the range of a non atomic vector measure
into Rn . In this paper, when n = 4 we give examples ofnon -zonoid cube
slices. Let H: x + y +z +t =0 ; the slice has triangle faces and is not a
zonoid. This contrasts with a result inR3,where it follows from a classical
Theorem due to Herz and Lindenstrauss that every central cube slice is a
zonoid( zonotope). We also give nontrivial examples in which the slice is
a zonoid. For ex. let H : ax + y + z+t=0 with a>1. If a≥ 3 , the slice is
a zonotope. Otherwise it has faces that are trapeziums or pentagons and
is not a zonoid.We also give other examples of the like nature.

1 Introduction

1.1 Slices Zonoids ,Zonotopes
Let us recall the result from [3]:– Let Qn =Q =unit cube in Rn centered at

Origin O; ie. Q= {x = (xk) : |xk| ≤
1

2
}.

Let H be a vector subspace of dimension n-1, ie. a plane thru the Origin
with equation : H= ( x= ( xk ) with x .a =0 ) for a( non zero) vector a in Rn.
The intersection of H andQ will be called central slice or, slice. Following [ 3
] we denote by|A| the appropriate volume /area of the measurable set A ,and
assume n ≥2. As other examples let us note the papers [7 ], [ 8],[ 13]initial to this
subject , and the surveys [5], [10] [14] ]that treats many related topicsWenote
the p th powerof Lp norm of the sinc function in [3] : for (p≥ 2 ):

Ip =
1

π



R

|sint|p

|t||p
dt (1)

An upperbound for this is:-

√
2

√
p
, with equality iff p = 2. The lower bound

is assumed by H: xk= 0 and upper only if n=2 and H: x+ y=0 or with x− y=0

EXAMPLE OF CUBE SLICES THAT ARE NOT ZONOIDS

R.Anantharaman

Received August 6, 2018

Scientiae Mathematicae Japonicae

316



Our methods are elementary and can be found for ex in [6]. We do use the
formula for vol of slices from [3] ( see also [10] ch1) referred to above.

We notethatthat in al of our examples we use the face [ t= -1/2] of the cube
, this is also a faceof the slice The ”domain” C of face is found first , then an
affine map T to determine theFace T(C). The points in C are found by checking
the x and y intercepts of lines involved satisfy theconditions for slice:–|x|, |y| and
|z| are all≤ 1/2. This condition must be satisfied by all coordinates of points
in the Face (of slices) that we find, and leads tothe conditions imposed on the
coefficients of H.

Let us first describe the result on slices
. 1.2Theorem ([3][5] ,[7], [8] [13] ,[14] )In all dimensions the measure

of cube slice is between 1 and
√
2; these arebest.

1.3Zonoids
Returning to the title of this paper, about Zonoids:– Our concern is :– When

is a slice a zonoid? We do not have a complete characterization of this .Instead
let us concentrate in R4, and give examples of non zonoid slices as well as those
that are zonoids and a consequence( known) for I4 . We recall from [ 6] with
X=Rn :– . A zonoid is range of a non atomic vector measure and above all
the classical Liapunovs Theorem:- A zonoid is compactand convex A zonotope
is sum of segments( each centered at the Origin) For our purpose we need the
classic result of Herz and Lindenstrauss from [ 6]:– The closed unit ball in every
2dimensional normed space is a zonoid

2 Zonoids and Zonotopes

2.1 Theorem[ 6]
i)If H is 2 dimensional then every such slice is a zonotope ii) In all dimensions

every projection of Q is a zonotope
Proof:
(i) This follows from the classic result due to Herz and Lindenstrauss quoted

above and the result from ( [6] ) :- inR2 every centrally symmetric polygon is
always a sum of segments

(ii) This is in [ 6] and can also be verified directly. Hence the Theorem.
Remark 2.2:
For much more about projections see, [ 4].

3 Example of slice that is not a zonoid

A notedbefore,in contrast(Th 2.1, part i) to the situation in R3 we offer an
example of a slice in R4 that is not a zonoid. Reasons to disqualify it from
being a zonoid are the useful facts, all from [ 6] :–If K is a zonoid then

(i) K has center of symmetry c say .In fact by definition of ” K is a Zonoid
”(see Introduction)

EXAMPLE OF CUBE SLICES THAT ARE NOT ZONOIDS
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K=µ(

) for a ( vector measure) µ then c=

1

2
µ(S) will do For, with Ac =

complement of set A, we have
1

2
(µ(A) + µ(Ac) = 1/2µ(S) =c for every A in

domain

of µ

(ii) faces are translates of zonoids of lower dimension and

(iii) Since it has no center of symmetry,the triangle is not a zonoid; neither is a
trapezium (trapezoid) or a pentagon

(iv)Hence any compact ,convex, balanced set that has a triangular,( or a trapez-
ium face) cannot be a zonoid. Thus, the Octohedron in R3 is nota zonoid, for
it has triangular faces. There are deeper non zonoids for ex the 1976 result due
to LE Dor ( for ex[10]):–If 1 < p < 2 and n≥ 3 then the closed unit Balls of the
spaces lpn are not zonoiids

We give, in Th3.4, a version of(ii) from [2 ]:– a face ( defined below) is a
translate of some zonoid of lower dimension . We need this version in the Th
3.4 to produce non zonoid slices in our examples.

Let us recall fom [6] theterm , Face of acompact convex set K in a real(
normed space ) X. Let us use H for any hyperplane ( not necessarily thru O)

As above a hyperplane is

H = (xX : (x, x∗) = α) , (2)

where x∗ isa non zero functional in X∗ and αis a real number .
The set K is on one side” of this H if

sup[(x, x∗) : xK]≤α, (3)

A similar condition holds with inf replacing sup and by≥ replacing ≤
;and H supports K if K is to one side of H as in eq(3,) H ∩K =φand K is not
entirely contained in H. Finally the ( compact convex ) set H∩ K is called
a Face of K .

Below we use the fact that an affinemap preserves convexity.
Let X, Y be real Banach spaces .Then a mapT: X Y is affineif T ( ax +

by)= aT(x) + bT(y) for every x, y in X and a , b 0 with a + b =1.ie; the
definition of Linear map is now restricted to line segments in domain.

Let us recall ; K= H∩Q is the slice correponding to H[t = −1/2] In the next
( and other ) examples all we need is that the relevant , y, z coordinates of our
pints are limited by |x| ≤ 1/2 etc .

3.1Example with triangle face
Let us recall H is given in R4 by

x+ y + z + t = 0, (4)

The slice (i) has triangular faces and so is not a zonoid

(ii) the intersections of slice with t= -c , 0≤c <
1

2
are hexagons ;these are sections (iii) These tend to the above triangle as c

tends to 1/2
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proof(i)
Substituting t = -1/2 in eq(4) of H , for any x =( x, y, z, t) in this H we

have
x = x( 1,0,0 -1) + y (0,1,0,-1) +z( 0,0, 1, -1) is the linear combination x u

+ y v + z w. ( these 3 vectors u, v, w are Linearly independent)
First consider the 2 dimensional set S in slice,in span of vectors u and v.

Starting with A ( u/2) on the x axis and going counterclockwise,we see
that S is a hexagon with vertices A ( u/2), B(v/2), C(( v-u)/2, A’= -A,
B’= -B , C= -C. Further it is regular all sides have length 1/

√
2 and that

this = sum of 3 segments , OA , OC and OB’. This set S is in plane z=0 Now we
consider the 3rd term in above eq for x ; we note that the vector D= w/2 cannot
be added to A or B as the sum will leave the cube We consider the Hyperplane
H1 = ( x, y, z, t): t= -1/2 ) or, simply by t = -1/2 and claim that

( a) this plane supports the slice K and that
( b)the face F =H1∩K is convex triangle.
As noted above, ( b) disqualifies the slice from being a zonoid
Let us verify the claims. Now (a) follows directly from def. of Q.In fact for

every element in Q we have t≥− 1/2 ie., Q is to one side of H1; so is the slice
.Further , the elements A , B, are in the slice, and also lie inH1 , hence in Face
F. The Origin O is in slice K not in H1; ie. the sliceis not entirely contained
inH1.Hence H1 is a supporting hyperplane of the slice as claimed.

For claim (b) we may write any element in the Face as

x = (x, y, z, t)=( x, y,
1

2
− x− y,−1/2),

since we use t= - 1/2 in eq (4) of H and
we get z= 1/2−−x− y.
As x is in Q we need |x| and |y| and also |z| from above ≤1/2 and so

|1/2− x− y| ≤ 1/2 , (5)

This last translates to

0≤x+ y≤1 , (6)

Geometrically, we note that the last inequality gives two boundary lines of
”domainC” sayL1 := x+y =1 , and L2:= x+ y=0. We sketch these lines; as
the x-intercept ofL1 exceed the bound 1/2 let us consider its intersection with
the line x =1/2 toget point (1/2, 1/2).; intersection of L2 with the line y=1/2
gives ( -1/2, 1/2). This line with y=-1/2 gives (1/2, -1/2)

These result in a ( convex right angled ) triangle C in x-y plane with above
vertices P( 1/2, -1/2) , Q( 1/2, 1/2) and R ( - 1/2, 1/2)
Now let us define a map Tfrom Cto F by

T (x, y) = (x, y, 1/2− x− y,−1/2) (7)

and C is its domain. Then we may verify that, T is affine and that T( C)=F.
Further as observed before statement of this example, affine map
preserves convexity, and so the image T ( C) = convex hull of the 3 points
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(p1,p2 , p3) where p1 = T( P)= ( 1 /2 , -1/2 ,1/2, -1/2) , p2 =
T( Q)= ( 1 /2, 1/2, -1/2, -1/2) andp3= T( R)= (- 1 /2, ,1/2, 1 /2,-1/2).

These points are not collinear, form a triangle and we conclude that the face F
is a triangle , completing Claim ( b) and proof of (i) .

We need to prove (ii) and (iii) .
Recall K = slice ; now we let 0 < c < 1/2 and Section Kc = K ∩[t = - c].
Use t= - c in eq (4) H; any x in Kc is then of
the form x = ( x, y , -x-y+c, -c) with the conditions
|x|, |y| and |x+ y − c| ≤ 1/2.
Similarly to above ( 6) this last translates to

−1/2 + c≤x+ y≤1/2 + c , (8)

As in part (i) we draw the ”boundary” lines L1 , L2 from eq (8) . Again , both
the x and y- intercepts of L1 fail the bounds of 1/2; however L2 passes ( noting
the limits on c)Then we find the vertices of our ”domainC” by intersecting
L1 and L2 with the lines y=1/2, y= -1/2, x= 1/2 and x= - 1/2. . We get a
hexagon( domain). Its 6 vertices are shown in a Chart in next Theorem 3.3 and
as follows:–

p6 =(c, -1/2) on lines y = -1/2 and L2 , p1 =
( 1 / 2, -1/2) andp2 =( 1/2 , c) on line x= 1 / 2 andL1 .Next p3 =( c, 1 /

2) on lines L1 and y=1/2 and p4 =(- 1/2, 1/2) then p5 = ( -1/2, c) on lines L2

and x= -1/2
These 6 points (pi) form a hexagon making
the new domain C of map T defined analogous to eq(7) in part (i) above.
As there we see that the section Kc = T( C ) is also a hexagon.
Finally let c tend to 1 / 2 ; then we see from above that the
following vertices coincide:- p2 = p3 =(1/2, 1/2) ,p4 = p5
=(-1/2, 1 /2) and p6 = (1/2, -1/2) = p1 . Correspondingly ( as in
case i above) we verify that the section T( C ) becomes the triangle in
part(i) completing thereby proof of (ii) and the example
Remark 3.2. Above we used the hyper plane given by the equation,
t= - 1 /2 and found that the face of slice given by it is triangular
; we may instead consider t = 1 / 2 Further, the equation defining H is
symmetric with respect to the four variables x, y, z, t. Hence we may con-

clude that there are 8 triangular faces. We do not know what are the remaining
faces and we think there are 4 more but not triangles .

For the next result, we follow [ 3]Lemma 3 ( see also[10] ch1 ) and recall
from Introduction eq(1) theintegral Ip :

1

π


R

|sint|p

|t||p
dt.

Here p is an integer ≥2, and we have from the result in [3] above,
the formula forthe exact value of slice :-

H∩Q| = 1

π



R

g(t)dt, (9)
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where g is the finite product

g(t) =
N
1

sinait

ait
, (10)

and the sequence ( ai ) ( of coordinatesof vector normal to H) is normalized
in l2 andalso each |aj | ≤ 1/2

To find volume of slice S we use Cavaleri s principle = Fubini’s Theorem .
Let |A(c)|= area of the section of S by plane [ t= -c]. Then the

vol of slice =2
 1/2

0
|A(c)|dc.

We saw in ex 3.1 that A ( c) is a hexagon . We give the details in the
next result;
3.3Theorem (i)The volume of the slice in Ex3.1 is 4/3 (ii) I4 = 2/3
Proof(i) We refer to part (b)in ex3.1 and list the vertices of the hexagons in
domain C as well as in the range T(C).
Recall T( x, y)= ( x, y, c-x-y, -c) with 0 < c < 1/2.

Domain C ............................... rangeT( C)
p1(1/2, -1/2)................... P1(1/2, -1/2, c, -c)
p2 (1/2, c) ........................ P2 (1/2, c ,-1/2 , -c)
p3 ( c , 1/2) .................... P3 ( c , 1/2, -1/2, -c)
p4 ( -1/2, 1/2) .................. P4(−1/2, 1/2, c,−c)
p5(−1/2, c)..........................P5(-1/2, c, 1/2, -c)
p6( c, -1/2) ..........................P6 ( c, -1/2, 1/2 , -c)
We claim that area of domain C=

|A(c)| = (3/4− c2), (11)

In the following we use formula for area of trapezium by rule
(1 /2) h (a + b) where h is the height and a, b are lengths of parallel sides.
Let us use the chart for domain C first then use it to get the image.
The domain C = two trapeziumsT1 andT2 ; these are the top and at
bottom respy. Namely, T1 has vertices, p5, p2, p3 and p4
and T2 has vertices, p6, p1,p2 andp5.
Then we have

|T1|=
1

2
(1 + c+ 1/2)(1/2− c) = 1/2(3/2 + c)(1/2− c)and

|T2|= 1/2 ( 1 -c +1/2) ( 1/2 + c)= 1 /2( 3/2 -c) ( 1/2 +c)
Adding them we get the eq ( 11) for A(c).
To get the area of image T( C ) observe that the domain C is the
projection on plane( z=0) of the wanted T( C) .
For the factor needed we note that the unit normal to H is
n=( 1/2 , 1/2 , 1 /2 , 1 /2) and that e3 = ( 0,0,1, 0).
Using the dot product n.e3 we see that area of Projection
= 1/2 area of T ( C). Thus the area of T (C) = 2(3/4− c2) from above.
We integrate from c=0 to 1 / 2 to get

2
 1/2

0
(
3

4
- c 2)dc = 2/3
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Taking into account alsothe part t= 1/2 to 0 we get 2( 2/3) =4/3 as claimed
Part (ii) :Recalling H: x+ y + z+t =0 and the coefficients, normalized , we

apply the formula from [ 3] quotedabove in eq (9) , (10) to get vol of slice=
1

π



R

(sint/2)4

(t/2)4
dt.

( as in part (i) we used each ai coefficient is 1/2 due to normalizing them in
eq of H ) Now a change of variable gives

2

π


R
(sint/t)4 dt = 2I4.

From part (i) we have 2I4 = 4/ 3
and so part (ii) and the Theorem
Above,in example of a non zonoid slice we used the important fact about

faces of a zonoid from [6] ( innext Theorem) The following proof is different from
the one in[6] which uses Every Zonoid is a zonoid of moments .This approach
is not suitable for our purpose; hence we give a proof ( in[ 2]) in next result. We
see in the proof that it is more meaningful incase the Face isnot a singleton, ie.
when the composed measure x∗oµ is not equivalent to µ

3.4Theorem[6][2]]Let K =µ(

) be a zonoid in X=Rn, and H a supporting

Hyperplane given by x* in X*.Then the face F=K∩H is a translate of a zonoid
of lower dimension . In fact there are µ almost disjoint sets S0 and S1 such that

(i)x∗oµ(S1)=sup{x∗oµ(E) : E


} and every set E inS0 is x
∗oµ - null

(ii F= µ(S1) + µS0(

).

Proof : With β= supx∗µ(

) we have,from definition of F

F = {x : x = µ(E)s.t.x∗(x) = β}, (12)

Let S+ be such that x∗oµ(S+) = β.
We will writeS+ =S0 ∪ S1 as stated in the Theorem.
To do this let usnote that the signed measure x∗oµ << µ
;consider those E that are x∗oµ - null but not µ− null.
(ifthere are no such sets E then S0may be taken to be ∅).
Othewise consider a maximal pairwise disjoint family ofsuch sets; this family

is countable, so that theirunion is in

. Call this set S0 and let S1 = S+ −S0

.Then
(i) follows from the fact that
x∗o µ(S0) =0 by the construction of S0 and so
β = x ∗o µ(S+) = x ∗ oµ(S0)+x

∗oµ(S1)
= x∗o µ(S1) . we see that second part in (i) follows by construction again.
As for part(ii) we have from Eq (12) if x= µ(E)  F then
x∗oµ ( E) = β .
We need to write x =µ ( E) asthe sum, µ ( E)= µ (S1) + µ ( A) for some

set A⊂S0 To do this,first we claim that( ae—x∗oµ) this E⊂ S+ . Ifnot we can
argue to contradict to the fact that S = S+ ∪S− is a Hahndecomposition of the
underlying set S in terms of x∗oµ

Again we can argue that S1 - E is µ null;from it being x∗oµ null, and then
on ( subsets of ) S1 these two measures are equivalent by construction.
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Hence we have E= E ∩ S1 ∪E∩S0, andso
µ(E) = µ(E∩)S1) + µ(E∩S0) =
µ(S1) + µ(A)withA = (E∩S0)⊂S0 as claimed.
Hence the Theorem

4 Examples of non zonoids with pentagon faces
and some zonoids a >1

.
As in Introduction welet H: ax + by+ cz + t=0 be a hyperplane in R4,with

a≥b ≥c ≥1.
We donot consider all cases but hope the following are of interest. There

are non trivial cases of zonoid slices . As the methods are same as the one in
the earlier ex 3.1 we only summarise the results It seems the non zonoid slices
dominate:–

In the next ex. we donotknow if the converse is truein this gnerality. Hencewe
give some special cases ofthe eq of H in the EXs 4.2 and on.In all cases for the

Face we use as before the support hyperplane of Q [ t=
−1
2
]

4.1 H: general caseabove
If a ≥ b+ c+ 1 then the sliceis a zonotope.
Proceeding as in Ex3.1, we find the ” domain” for the face .For this we have

the boundary lines L1 to be ax + by =
c+ 1

2
and L2 to be ax+by =

−c+ 1

2
Firstwe note bothx andy-intercepts of L2 are always ( regardless ofthis con-

dition )
1

2
in absolute value. As forL1 this condition gives the x-intercepttobe

≤ 1

2
in absolute velue. In the following ” domain the vertex p2 depends on this

condition, ie. its ” |x|: satisfies the limits ≤1
2
.

Withthe condition above we have now the chart
Domain

p1 (
b− c+ 1

2a
,
−1
2
)

p2 (
c+ 1 + b

2a
,
−1
2
)

p3 (
c+1−b

2a ,
1

2
)

p4 (
1− b− c

2a
,
1

2
)

Next the corresponding points on the Face:–

FaceT(x,y)=(x, y,
1/2− ax− by

c
,
−1
2
)

P1 (
b− c+ 1

2a
,
−1
2
,
1

2
,
−1
2
)

P2 (
c+ 1 + b

2a
,
−1
2
,
−1
2
,
−1
2
)
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P3 (
c+ 1− b

2a
,
1

2
,
−1
2
,
−1
2
)

P4 (
1− b− c

2a
,
1

2
,
1

2
,
−1
2
)

It is seen that this domain is a parallogram with the parallel sides( so is the
Face):

(p1p2 ) = (p4p3) = (
c

a
, 0) and

(p2 p3) = (p1 p4) =(
b

a
. -1)

Likewise, it can be verified using the map ”T” , that so is the Face.
Further, the sections of thesliceby planes with eqs t= −c1, with 0 <c1 < 1/2

are parallograms that are congruent to the one for the Face. Hence it follows
(using symmetry) thatthe slice is a zonotope.

4.2 H : a x +y + z+ t=0
In one direction this is a special caseofEx 4.1 ;however due tolimitation of

eq ofH we can state ” iff” and we give details :–
In this case if a≥3 then the slice isa zonoid ; it is a paralleotope if not the

slice has pentagon faces and is not a zonoid.
Case a≥3: Face is a ;paralleogram ; so is every parallel section congruent to

it
Letus note that analogously to eq(6) above we replace x by ax there. Thus

the x-intercept of the line with equation ax+y = 1 is x= 1/a.The condition x≤
1/2 now holds (due tothe condition on a ). This forces the ”Domain” to be a
paralleogram as we now state. As before we use (x,y) forpoints pi and

x= T( x,y)= (x, y, 1/2- ( ax +y), -1/2) for points Pi :

Domain C( x,y) Face T(C)
p1( 1/2a, -1/2) P1(1/2a, - 1/2, 1/2, -1/2)
p2(3/2a, -1/2) P2 ( 3/2a, -1/2, -1/2, -1/2)
p3 (1/2a, 1/2) P3(1/2a, 1/2, - 1/2, -1/2)
p4 (-1/2a, 1/2) P4(- 1/2a, 1/2, 1/2, -1/2)
We see that the opposite sides are parallel and have equal length , so that the

Face is a rhombus .Further so is any section by plane[ t= -c] with 0 < c < 1/2,
the area does not depend on c and equals

√
1 + 2a−2

case a < 3 in this case we can verify the ” domain” tobe apentagon; so is
the face and slice is not a zoniod

4.3 H: a(x +y) +z +t =0 with a≥2
The Face[t = −1/2] is a trapezium again, slice not a zonoid
4.4 H:ax +by+ z +t =0 ( compare ex4.1 ) Face is a paralleogram in

case b + 2≤a . The parallel sections[t = −c] are congruent parallograms, and
the slice isa parallotope. Otherwise Face is a pentagon, slice is not a zonoid

4.5 H: ax + by + z +t =0 The slice is a zonotope if (i) a ≥b+ c+1 and
(ii) b≥c+ 1.

In case (i) and (ii) both fail Face is a pentagon and slice is nota zonoid.
If (i) fails but(ii) is true then the Face is a hexagon
Remark 4.5 In the last case we dont know if the slice is a zonoid
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are introduced to the relevant research groups for the positive exchanges 
between researchers. 

3) ISMS Annual Meeting: Many researchers of ISMS members and 
non-members gather and take time to make presentations and discussions 
in their research groups every year. 

 
The privileges to the individual ISMS Members:  
(1) No publication charges 
(2) Free access (including printing out) to the online version of SCMJ 

 (3) Free copy of each printed issue  
 
The privileges to the Institutional Members:  
Two associate members can be registered, free of charge, from an institution.  

 
 
Table 1: Membership Dues for 2013 
Categories Domestic Overseas Developing 

countries 
1-year Regular 
member 

     ￥6,000  US$75 ,  €55 US$45,  €33 
 

1-year Student 
member 

     ￥4,000 US$50,  €37 US$30,  €22 
Life member* Calculated  

as below* 
       NA    NA 

 
Honorary member     Free        Free    Free 

 
 
* Regular member between 63 - 73 years old can apply the category. 
   (73－age ) × ¥3,000 
Regular member over 73 years old can maintain the qualification and the 
privileges of the ISMS members, if they wish. 
 
Categories of 3-year members were abolished. 
  
 

INTERNATIONAL SOCIETY FOR MATHEMATICAL SCIENCES
Scientiae Mathematicae Japonicae, Notices from the ISMS

The International Society for Mathematical Sciences (ISMS) is an international soci-
ety consisting of mathematical scientists throughout the world.

The main activities of the ISMS are to publish (1) the (print and online) journal
Scientiae Mathematicae Japonicae (SCMJ) and (2) Notices from the ISMS and to
hold assembly meeetings in Japan and international internet meetings (distance
symposium) of mathematical sciences (IVMS) accessible from all over the world.

SCMJ is the 21st Century New Unified Series ofMathematica Japonica (MJ) and
Scientiae Mathematicae (SCM). MJ was first published in 1948 and was one of the
oldest mathematical journals in Japan. SCM was an online and print journal started in
1998 in celebration of the semi-centurial anniversary and received 26000 visits per month
from 50 countries in the world. SCMJ contains original papers in mathematical sciences
submitted from all over the world and receives 38000 visits per month now. Not only
papers in pure and applied mathematics but those devoted to mathematical statistics,
operations research, informatics, computer science, biomathematics, mathematical eco-
nomics and other mathematical sciences are also welcome. The journal is published in
January, March, May, July, September, and November in each calendar year.

The ISMS has enhanced the journal, begining from July 1995, by including excel-
lent Research-Expository papers in the section “International Plaza for Mathematical
Sciences ” as well as original research papers. The section provides papers dealing with
broad overviews of contemporary mathmatical sciences, written by experts mainly at
our invitation. Papers shedding lights on open problems or new directions or new break-
throughs for future research are especially welcome.

As is shown in the Editorial Board of SCMJ, we have invited many distin-
guished professors of 20 countries as editors, who will receive and referee the papers
of their special fields with their high standard.

Beginning from 2007, we make the online version of SCMJ more readable and conve-
nient to the readers by adding the specialized contents. By this, the readers can access
to the online version, in which the papers appear in the order of acceptance, from (i)
the contents of the printed version, and (ii) the specialized contents of a volume. From
2007, the subscription fee of the printed version plus the online version of SCMJ becomes
lower and the same of the printed version only. Therefore, the subscribers of the printed
version can read the online version without no additional cost.

For benefit of the ISMS members, we publish ”Notices from the ISMS” 6 times a year.
We are enhancing it by adding interesting articles, including book reviewing, written by
eminent professors.

The ISMS has set up a videoconferencing system (IVMS) which can connect up
to twenty sites of a reserch group in the same or different countries in the world.
Using this system, speakers of the session can write on a white board or an OHP sheet
or use PowerPoint. On the other hand participants can ask questions or make comments
from any connected site in the world. All these are performed similarly to the traditional
meetings.

To connect with our system, you can use your own videoconferencing system only if
it satisfies the International Telecommunication Union-Technical Committee Standards
(ITU-T Standard).

Copyright Transfer Agreement

A copyright transfer agreement is required before a paper is published in this journal.
By submitting a paper to this journal, authors are regarded to certify that the manuscript
has not been submitted to nor is it under consideration for publication by another journal,
conference proceedings or similar publication.

For more information, please visit http://www.jams.or.jp.

Copyright Copyright c�2014 by International Society for Mathematical Sciences.
All rights reserved.

Categories Domestic Overseas Developing 
countries

1-year� Regular
member ￥8,000  US$80 ，Euro75  US$50， Euro47

1-year� Students 
member ￥4,000  US$50 ，Euro47  US$30 ，Euro28

Life member* Calculated
as below*  US$750 ，Euro710  US$440， Euro416

Honorary member Free Free Free

Membership Dues for ２０１8

　(Regarding submitted papers,we apply above presented new fee after April 15 in 
2015 on registoration date.) * Regular member between 63 - 73 years old can apply 
the category.
(73－age ) × ￥3,000
Regular member over 73 years old can maintain the qualification and the privileges 
of the ISMS members, if they wish.

Categories of 3-year members were abolished.
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